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Chapter

Introduction

Overview

This manual describes how to install and configure a SL1 appliance.
Use the following menu options to navigate the SL1 user interface:

« Toview a pop-out list of menu options, click the menu icon (E)

« Toview a page containing all of the menu options, click the Advanced menuicon ( ).
This chapter includes the following topics:

Preparing to Install a Hardware Appliance ... . . . 2

Required POrts ... L 3

Preparing to Install a Hardware Appliance

Perform the following steps to prepare a SL1 appliance for configuration:

« Install the SL1 appliance in a server rack and connect the power cables according to the instructions provided
with the hardware.

o Connectthe SL1 appliance to your network.

« Connecta monitor and keyboard to the SL1 appliance.

Preparing to Install a Hardware Appliance 2



Required Ports

SL1 appliances must communicate with each other using several network ports for the SL1 system to be
operational.

Several network ports are used to communicate with the All-In-One Appliance.
Ensure that your network's firewall settings allow communication using the following ports:
o Port 80. This port is used for connections between a user's computer and the Administration Portal, Database
Server, or All-In-One Appliance web interface.

o Port 443. This portis used for:

o Secure connections between a user's computer and the Administration Portal, Database Server, or All-
In-One Appliance web interface.

o Secure HTTP connections between an external system and the Integration Server.
e Port 7700. This port is used for connections between a user's computer and the Web Configuration Utility on
SL1 appliances.

e Port 7707. This port is used for connections from the Database Server to Data Collectors and Message
Collectors. This port is not used on an All-In-One Appliance.

e Port 7706. This port is used for connections between several appliances:

o In a distributed system, this port is used for connections to the Database Server from Administration
Portals and Integration Servers.

o In a system that uses an All-In-One Appliance, this port is used for connections to the All-In-One
Appliance from Integration Servers.

3 Required Ports



Chapter

Initial Configuration for Hardware Appliances

Overview

This chapter describes the required configuration steps that must be performed at the console of a SL1 appliance
shipped by Sciencelogic.

To complete the initial configuration, you must have the following information ready:

o The primary static IP address of the SL1 appliance
o The network mask for the primary static IP address
o The IP address of the network gateway

o The IP address of a DNS server

Use the following menu options to navigate the SL1 user interface:
o Toview a pop-out list of menu options, click the menu icon (E)
« Toview a page containing all of the menu options, click the Advanced menuicon ().

This chapter includes the following fopics:

Initial Configuration ...l 4
Changing the Password forem7admin ... ... 5
Changing Network SETHNGS .. ..o 5

Initial Configuration

You must perform the following tasks during initial configuration of a hardware appliance shipped by Sciencelogic:
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o Change the password for the administrative user em7admin.

o Change the primary IP address of the appliance.

o Change the netmask for the primary IP address of the appliance.
o Change the IP address for the network gateway.

o Change the IP address for the primary Nameserver.
Changing the Password for em7admin

To change the password for the default administrative user em7admin for console logins and SSH access:

1. Either goto the console of the SL1 appliance or use SSH to access the server.
2. Login as userem7admin with the appropriate password. The default password is emZadmin.

3. Atthe shell prompt, type the following:

passwd

4. When prompted, type and re-type the new password.
Changing Network Settings

To change the IP address, Netmask, Gateway addresss, and DNS Server for an appliance in the ifconfig file:

1. Either goto the console of the SL1 appliance or use SSH to access the server.
2. Login as userem7admin with the appropriate password.

3. Enterthe following at the command line:
sudo ifconfig
4. Your output will look ike this:

ens32: flags=4163<UP, BROADCAST, RUNNING, MULTICAST> mtu 1500
inet 10.64.68.20 netmask 255.255.255.0 broadcast 10.64.68.255
inet6 £fe80::250:56ff:fe84:455f prefixlen 64 scopeid 0x20<link>
ether 00:50:56:84:45:5f txqueuelen 1000 (Ethernet)

RX packets 1774927 bytes 161985469 (154.4 MiB)

RX errors 0 dropped 861 overruns 0 frame 0

TX packets 1586042 bytes 158898786 (151.5 MiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0

lo: flags=73<UP, LOOPBACK, RUNNING> mtu 65536

inet 127.0.0.1 netmask 255.0.0.0

inet6 ::1 prefixlen 128 scopeid 0x10<host>

loop txqueuelen 0 (Local Loopback)

RX packets 13406577 bytes 4201274223 (3.9 GiB)

RX errors 0 dropped 0 overruns 0 frame O

TX packets 13406577 bytes 4201274223 (3.9 GiB)

TX errors 0 dropped 0 overruns 0 carrier 0 collisions 0

5. Examine the output, find the first interface in the output, and note its name.
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6. Use the vi editor to edit the settings for the interface. To do this, enter the following at the command line:
sudo vi /etc/sysconfig/network-scripts/ifcfg-interface name you noted in step #4
For example, from our output, we could enter:
sudo vi /etc/sysconfig/network-scripts/ifcfg-ens32

7. Your output will look like this:

TYPE=Ethernet
BOOTPROTO=none
DNS1=10.64.20.33
DEFROUTE=yes
IPV4_FAILURE_FATAL:HO
IPV6INIT=yes

IPV6 AUTOCONF=yes
IPV6 DEFROUTE=yes
IPV6_FAILURE_FATAL:HO
NAME=ens32
UUID=d471435d-9adf-47¢c9-b3£f3-32f61dccbad8
DEVICE=ens32
ONBOOT=yes
IPADDR=10.64.68.20
PREFIX=24
GATEWAY=10.64.68.1
IPV6 PEERDNS=yes

IPV6 PEERROUTES=yes

8. You can edit one or more of the following settings:

e DNST1=IP address of the DNS server that will be used by the SL1 appliance.

« IPADDR=IP address of the SL1 appliance.

o PREFIX=netmask forthe SL1 appliance.

o GATEWAY=IP address of the network gateway that will be used by the SL1 appliance.

9. Save your changes and exit the file (:wq)

10. Atthe command line, enter the following:

sudo service network restart

Initial Configuration



Chapter

Installing an Appliance as a Virtual Machine

Overview

This chapter describes how to install SL1 appliances as virtual machines.
Use the following menu options to navigate the SL1 user interface:
« Toview a pop-out list of menu options, click the menu icon (E)
« Toview a page containing all of the menu options, click the Advanced menuicon ( ).

This chapter includes the following topics:

Virtual Machine Specifications ... ... . 8
Deploying an SL1 System on Virtual Machines ... . ... 9
Building an Appliance on a VMware System ... il 9
Building an Appliance on a Hyper-V System ... il 11
Installing the Database Server ... . . 20
Installing the Administration Portal, Data Collector and/or Message Collector .......................... 24
Installing VMware ToOols .. 27

Installing VMware Tools USiNng YUM _... oo e 27

Installing VMware Tools Manually .. 28



Virtual Machine Specifications

Sciencelogic supports deploying appliances as virtual machines on the following types of hypervisor systems:

o VMware vSphere Hypervisor (ESXi

(ESXi) 4.1
o VYMware vSphere Hypervisor (ESXi) 5.0
o VMware vSphere Hypervisor (ESXi) 5.1
(ESXi) 5.5
(ESXi) 6.0

o VMware vSphere Hypervisor (ESX

o VMware vSphere Hypervisor (ESXi

o CitrixXenServer 5.6

o CitrixXenServer 6.1

» Citrix XenServer 6.2

o Microsoft Windows Server 2008 R2 SP 1 Hyper-V
o Microsoft Windows Server 2012 Hyper-V

o Microsoft Windows Server 2012 R2 Hyper-V

o RedHat/CentOS 6.2 KVM

o Ubuntu 12 and later KVM

NOTE: Sciencelogic strongly recommends a dedicated host for each Database Server VM to ensure
predictable performance without resource contention if going beyond 2,500 devices.

NOTE: Database Servers that serve 5,000 or more devices should include solid-state drives. On Database
Servers that serve 5,000 or more devices, tiered storage can cause delays to nightly maintenance
tasks that require access to data on slower disks.

NOTE: Microsoft Hyper-V Linux Integration software cannot be installed on any SL1 appliances.

NOTE: Sciencelogic licensing relies on appliance MAC addresses and UUIDs remaining intact. VM
migrations which change these identifiers (such as storage vMotion with default .vmx settings, or
CloudStack orchestration move between XenServer hosts) will invalidate the license, thus limiting or
disabling the appliance operation until a new license can be applied.
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NOTE: Sciencelogic databases have a very high bandwidth of memory changes under normal operations,
offen in excess of 10Gb/sec. This rate of memory change limits the feasibility of VM live migration
methods (such as vMotion) for SL1 appliances because on moderately large databases, the rate of
memory change is too high to be synchronized between hosts over a 10Gb/sec ethernet link.

The following requirements apply to all virtualized appliances:

« Fixed storage is required. Dynamically-expanding storage is not supported.

o Memory over-commit is not supported. In the case of VMware, this means that 100% of memory must be
reserved for all Sciencelogic appliances. Running on a virtualization server that is close to capacity might
result in unexpected behavior.

o Running on a virtualization server that is close to capacity will result in unexpected behavior.

For details about requirements and specifications for each SL1 appliance, see the Customer Portal:
https://portal.sciencelogic.com/portal/system-requirements.

Deploying an SL1 System on Virtual Machines

To deploy a distributed SL1 System on virtual machines:

1. Download the latest ISO file from the SciencelLogic Customer Portal.

Create instances in VMWare or Hyper-V.
Install the ISO.
If you are using a VMware instance, install the VMware tools.

License the appliance in the Web Configuration tool.

S T o

Perform any additional required configuration steps.
For ease of configuration, create appliances in this order:

1. Database Server
Administration Portal (if applicable)

Data Collectors

B N

Message Collectors (if applicable)

Building an Appliance on a VMware System

To deploy a SL1 appliance on a VMware system:

Deploying an SL1 System on Virtual Machines
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NOTE: The Storage Node is a cluster of at least three nodes. To include a Storage Node in your SL1
configuration, build at least three idential virtual machines.

1. Download the latest ISO file from the SciencelLogic Customer Portal.

2. Using the vSphere client, connect to your VMware system as a user that has permissions fo deploy a new
virtual machine and use the Create New Virtual Machine wizard to create a new virtual machine.

3. Inthe Create New Virtual Machine wizard, select the configuration options that are appropriate for your
environment and the current recommended specifications for the appliance type you are installing. For
details about requirements and specifications, see the Customer Portal:
https://portal.sciencelogic.com/portal/system-requirements

4. Onthe Guest Operating System page, select Linux as the Guest Operating System, and then select
Oracle Linux 4/5/6/7 (64-bit) in the Version drop-down list.

(&) Create New Virtual Machine =R R

Guest Operating System Virtual Machine Version: 8
Specify the guest operating system to use with this virtual machine

Configuration

Mame and Location ErEEE g Ely SEE

Storage " windows
Guest Operating System S
Network
Create a Disk " Other
Ready to Complete
Version:
|oracle Linux 4/5/6/7 (64-bit) ~|

Identifying the guest operating system here allows the wizard to provide the appropriate defaults for
the operating system installation.

Help | < Back | Mext = I Cancel

Building an Appliance on a YMware System
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5. Onthe Network page, you must select VMXNET 3 in the Adapter field.
6. After completing the Create New Virtual Machine wizard, edit the settings for the virtual machine:

o Setthe CPU and memory allocation to the recommended values you are using.

« Configure the CD/DVD drive to use the SL1 ISO file.

7. Create the remaining virtual machines for your SL1 system.

Building an Appliance on a Hyper-V System

To deploy a SL1 appliance on a Hyper-V system:

NOTE: The Storage Node is a cluster of at least three nodes. To include a Storage Node in your SL1
configuration, build at least three idential virtual machines.

1. Access the Virtual Machine Manager (VMM) server via Remote Desktop Protocol (RDP).
2. Launch the Virtual Machine Manager.

3. Choose the HyperV host to deploy the Virtual Machine on and select Create Virtual Machine:

('] Server Tools Administrator - MSTestLab-DC.MSTestLab.local - Virtual Machine Manager =RlIEN{
Home Folder Host G @
d “i - SR | &4 PowerShell
2& = ) e 9 ! @ ‘ | & = -
= | = Elnbs
Create §l Create Virtual fCreate Create Host Create VM Assign Cwerview | | Services VM :
Servicel Machine = [|Cloud  Group Network Cloud J | Metworks | IPRO
Create | Cloud | Show | Window
VMs and Services < VMs (10)
% Tenants [ 2]
| Name | Status | Virtual Mac... | A Hovst | € | Jab Status |77 &5 ]9
& Clouds
l» TLOOS-HO-LS-01 Running Rumnning labh... Completed M. AL L 6..
= VM Networks =
® TLO0B-HQ-wWr-01 Running Running labh... Completed M. A .. 6.,
Storage » TLO08-HQ-5P-01 Running Running labh..  Completed M. A, .. 6.,
4 1 Al Hosts ® TLO12R2-HQ-5Q-01 Running Running labh... Completed M. A. .. U.
2 labhvO1 i» TLOD8-HO-W7-02 Running Running labh..  Completed M. A .. 6.,
3 labhv02 » TLOOZ-HQ-AP-01 Running Running labh... Running M. A . 6.
B TLOOZ-HQ-SQ-01 Running Running labh... Completed M. A .. 6.,
p TLODB-HQ-EX-01 Running Running labh... Running M. A 6.,
b TLO1ZR2-HQ-AP-01 Running Rumnning labh... Completed M. A .. u..
i TLODB-HQ-DC-01 Running Running labh... Completed M. A . 6..
;_@’ VMs and Services
3. Fabric
; Library
E Jobs
[£] Settings i m 4
- v
Building an Appliance on a Hyper-V System 11



4. When the Create Virtual Machine Wizard appears, in the Select Source modal page: select Create the
new virtual machine with a blank virtual disk and select the [Next] button:

Specify Virual Machine Identity
Configure Hardware
Select Destination
Select Cloud

Add Properties

Summary

Select the source for the new virtual machine.

O Use an existing vitual machine, VM template, or virtual hard disk

| [ Browse

@® Create the new vitual machine with a blank vitual hard disk

@ Iyou use a VM template, you can custorize the hardware and operating system settings. I you use a stored vitual machine or a virtual
hard disk. you Gan only customize the hardware settings. To be acoessed, 2 vitual hard disk must be stored in the fbrary

o Select [Next].

Select Create the new virtual machine with a blank virtual disk.

Building an Appliance on a Hyper-V System



5. Inthe Specify Virtual Machine Identity page:

B specify Virtual Machine Idenity

Select Source

Virtual machine name:

‘Specify Virtual Machine ldenti ‘ [EM7_mic]

Configure Hardware Description:

Select Destination
Select Cloud

£dd Properties

Summary

(@) The vitual machine name identfies the vitual machine to VM. The name does nat have to match the computer name of the vittual
machine. However, using the same name ensures consistent displays in System Center Operations Manager.

o Enfer a name for the Virtual Machine in the Virtual machine name field and provide an optional
description.

o Select [Next].

Building an Appliance on a Hyper-V System
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6. Inthe Configure Hardware page:

i

= Configure Hardware

Select Source

Configure hardware for the virtual machine. You can import settings from a hardware profile or save a
Specify Virtusl Machine ldentity new profile based on your settings.

Configure Hardware Hardware profil: | [Default - ereate new hardware seftings] v
Select Destination |l Save as.. | Mews _;, Disk <3 SCSIAdapter .@DVD B Network Adapter | X Remove
Select Cloud 1 processor A | Networ Adapter 1
£dd Properties  Memory -
[ Connectivity
Summary [ O Net connected
No Media Captured @® Connectedto a VM network:
3 com VM network: VM Vitual Switch | [ Browse.
Hore You cannot custormize |P settings for a stored virual machine or a vitual hard disk. You can
1% com2 only customize static IP settings if you use a VM template.
None % Dynamic IP
B, Video Adapter O Static IP from a static IP Pool)

Defauit video adapter R
# _Bus Configuration ‘
<& IDE Devices

2 Devices aitached MAC Address
 EM7_AIO_disk 1 ® Dynamic
40.00GB, Primary O Static
@ m:\d DVD drive R
& SCS1 Adapter 0 = Clssiication: [ v
0 Devices attached [ Enable virtual switch optimizations
£ Network Adapters [ Enable spoofing of MAC addresses

@ Network Adapter 1
Connectedto VM Vitual.
# Advanced
(®) Avalabiity
Normal
18I BIOS
()

B CPU Priorty
Normal

B Vitual NUMA
Spanning enabled

o Memory Weight
Nomal ~

« Editthe CPU/RAM by selecting each component and modifying the values based on the Virfual
Machine requirements.

o Connectthe network Adapter to the Virtual Switch configured for Virtual Machine traffic.

Building an Appliance on a Hyper-V System



7. Inthe Configure Hardware page set the Virtual DVD to mount the installation .iso file in the datastore:

|
= Configure Hardware

Select Source

Configure hardware for the virtual machine. You can import settings from a hardware profile or save a
Specify Virtual Machine ldentity new profile based on your settings.

Configure Hardware Hardware profile: \ [Defautt - create new hardware settings]

v

Select Destination el Save as...

MNew: . Disk <3SCS| Adapter & DVD @ Network Adapter | 75 Remove

Select Cloud 1 processor

Add Properties i Memory

51218
d Floppy Diive

No Media Captured
T com1

None

1 com2

None

Summary

K, Video Adapter
Defautt video adapter
# Bus Configuration

<& IDE Devices
2 Devices attached

-~

&% Vinual DVD drive

Channel:

[Secanday channel (0 in use)

Media

© No media
O Physical CD or DVD dive
@® Existing IS0 image file:

[ Browse.

[] Share image fil instead of copying it
To share an image file may require addtional configuration.

o Select Existing ISO image file under Media.

« Browse fo locate the appropriate ISO file and select [OK] to select it.

o Select [Next].

Building an Appliance on a Hyper-V System
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8.

In the Select Destination page:

Gl Create Virtual Machine Wizard
‘
E? Select Destination =
Select Source:

Choose whether to deploy or store the virtual machine.
Specify Virtual Machine ldentity

Configure Hardware Deploy the virtual machine to a private cloud

i! ® Place the virtual machine on a host

Select Host
Destination: | All Hosts v
Configure Seftings Copies the files associated with the vitual machine to the vitual machine host that you designate. Yous can then start the vitual
. machine inmediately f desired.
Add Properties
-
Summary v (O Store the virtual machine in the library

Stores the vitual machine in the library for later use. Before you can start the vitual machine. you must deploy i on a host or cloud

Previous | [ MNet | [ Cancel

« Select the radio button for Place the virtual machine on a host.

o Select All Hosts from the drop-down menu under Place the virtual machine on a host.

o Select [Next].

Building an Appliance on a Hyper-V System



Ei‘ Select Host

Select Saurce
Specify Virtual Machine ldentity
Configure Hardware

Select Destination

9. Inthe Select Host page:

Select a destination for the virtual machine
Destinations are rated based on the vitual machine requirements and on the defauit placement options.

Search 5 v]m Al Hosts v
Raling M Destination Wamings  Transfer Type Network O.
Cenfigure Settings riririedr § labhvi2mstestlablocal & Network
Add Properties Jeirdedese § lsbhvdlmstestlablocal 1. Network
Summary
Placement has firished caleuiating ratings for each potential destination of this vitual machine
(¥) Details
Details | Rating Explanation | Storage Area Network (SAN) Explanation |
Description
Status oK
Operating system Microsoft Windows Server 2012 Standard
Virtualization software Microsoft Hyper-V
Virtualization software status Up-to-date
Virtual machines TLOOE-HQ-AP-01, TL008-HQ-DC-01, TLOO8-HQ-EX-01, TLO08-HO-LS-01, TLODE-...

o Choose the host for the Virtual Machine
o Select [Next].

Building an Appliance on a Hyper-V System
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10. Inthe Configure Settings page:

Select Source:

Specify Virtual

E;' Configure Settings

Review the virtual machine settings
The following values wil be used when the new vitual maching is created

Cenfigure Hardware
Select Destination

Select Host

% Locations

Specify the. on the host for the virtual machine files.

Cenfigure Settings

Add Properties

Summary

14 Virtual Machine Location
E:\Vitual Machines.
2 Networking

@ Network Adapter 0

VM Vitual Switch
A Machine Resources
s Virtual Hard Disk

Virtual machine path

‘ E-\Virtual Machines!

[] [Bowes. ] =

[[] Add this path to the list of default virtual machine paths en the host

« Review the Virtual Machine seftings.

o Select [Next].

Building an Appliance on a Hyper-V System



11. Inthe Add Properties page:

Ei| Add Properties

Select Source Automatic actions

Specify Virtual Machine dentity Action to take when the vituslization server starts

Configure Hardware Never tum on the virtual machine

Select Destination Delay start up {seconds):

Select Host Action to take when the vituslization server stops

Configure Settings [save State

Add Properties Operating system

Summary ‘Specily the operating system you wil instal in the virtual machine

[Red Hat Erterprse Linu 5 (54 bit)

Hext

| [ cancal

« Specify the OS type in the Operating system field. For SL1, select Red Hat Enterprise Linux 5 (64 bit).

o Select [Next].

Building an Appliance on a Hyper-V System
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12. Inthe Summary page:

B Create Virtual Machine Wizard -
=
* Summary
Select Source Confirm the settings
Specify Vitual Machine Idertty | gunnan
Configure Hardware Propery Value
Select Destination Virtual machine EMT_AIQ
Destination host labhv02.mstestlab.local
Select Host
Path E:\Virtual Machines\
Configure Settings Operating System Red Hat Enterprise Linux 5 (64 bit)
£dd Properties
Summary
‘Start the virtual machine after deploying it |3 View Script
(@ To create the vitual machine. click Create. You can track the progress of this job in the Jobs workspace.
Prevous | [ Create | | Cameel

« Selectthe Start the virtual machine after deploying it checkbox.
o Select[Create].

13. Create the remaining virtual machines for your SL1 system.

Installing the Database Server

After buildling the virtual machines, you can install the Database Server. The Database Server should be the first
appliance you install. To do so:

1. Boot the virtual machine from the SL1 1SO.

NOTE: In Hyper-V, check that the Sciencelogic installation ISO mounted correctly and that the Virtual
Machine displays the install screen. To do this, right-click the Virtual Machine in inventory and select
Connect or View and then Connect via Console.

2. The following window appears:

20 Installing the Database Server



Install EW?

Troubleshoot ing

3. SelectInstall EM7. The Model Type window appears.

Installing the Database Server 21
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4. Selectthe Database. Select [Continue].

5. The Military Unique Deployment window appears. Do not select if you ware not using a Military Unique
Deployment.

Installing the Database Server



6. Select [Continue].The Database window appears:

{ Database |

Select Datahase Locatiom

L.ocal Database

Hemote Database

Cont inue

7. Inthe Database window, select Local Database and select [Continue].

8. Afterthe installer for the selcted appliance type is loaded, the Network Configuration window appears.

Network Config
Network Configuration
IP Address
Netmask

Gateway
DNS Seruver

Cont inue

Hostname

9. Enferthe following information:
o IP Address. Type the primary IP address of the appliance.

o Netmask. Type the netmask for the primary IP address of the appliance.

Installing the Database Server
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« Gateway. Type the IP address for the network gateway.
o DNS Server. Type the IP address for the primary Nameserver.

o Hostname. Type the hostname for the appliance.

10. Select [Continue].

11.

12.
13.
14.
15.

16.

The Root Password window appears:

Root password

Continue

Type the password for the em7admin user on the operating system and select [Continue].
Type the password for the em7admin user again and select [Continue].
The appliance installer runs, and the virtual machine reboots automatically.

If you are using a VMware instance, after the appliance reboots, follow the instructions to install VMware
tools.

Follow the instructions to license the appliance.

Installing the Administration Portal, Data Collector and/or
Message Collector

After installing the Database Server, you can next install

1.

The Administration Portal (if applicable)

2. The Data Collectors

3. The Message Collectors (if applicable)
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You can use the following instructions to build the Administration Portal, and one or more Data Collectors and
Message Collectors.

1. Boot the virtual machine from the SL1 I1SO
2. SelectInstall EM7. The Model Type window appears.

3. Selectthe appropriate appliance type. Select [Continue].

4. The Military Unique Deployment window appears. Do not select if you ware not using a Military Unique
Deployment.
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5. Afterthe installer for the selcted appliance type is loaded, the Network Configuration window appears.

Network Config

Network Configuration

IP Address
Netmask
Gateway
DNS Seruver

Hostname
Cont inue

6. Enterthe following information:
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IP Address. Type the primary IP address of the appliance.

Netmask. Type the netmask for the primary IP address of the appliance.
Gateway. Type the IP address for the network gateway.

DNS Server. Type the IP address for the primary Nameserver.

Hostname. Type the hostname for the appliance.
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7. Select [Continue].

8. The Root Password window appears:

Root password

Continue

9. Type the password for the em7admin user on the operating system and select [Continue].
10. Type the password for the em7admin user again and select [Continue].

11. Ifyou are using a VMware instance, after the appliance reboots, follow the instructions to install VMware
tools.

12. Follow the instructions to configure the appliance in the Web Configuration Tool.

Installing VMware Tools

You can install VMware tools in two ways:

« Ifyour appliance can connectto the Internet, use the yum utility to install the necessary packages.

« Ifyour appliance cannot connect fo the Internet, install the RPM files manually. Contact Sciencelogic to get
the necessary RPM files to perform the installation.

Installing VMware Tools Using Yum

To install VMware tools using the yum utility:

1. Log in to the appliance as the em7admin user using the console or SSH.
2. Execute the following command:

sudo yum install open-vm-tools
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3.
4.

5.

Type the password for the em7admin user when prompted.

When prompted to confirm the installation, type "y".

Execute the following commands:

sudo systemctl start vmtoolsd.service
sudo systemctl enable vmtoolsd.service
sudo systemctl status vmtoolsd.service

If the installation was successful, the "Active" line in the output indicates VMware tools is "active (running)".

Installing VMware Tools Manually

To install VMware tools manually:
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1.

2
3.
4

Contact Sciencelogic to get the necessary RPM files to perform the installation.
Copy the provided .tgz file to the /home/em7admin directory on the appliance.

Log in to the appliance as the em7admin user using the console or SSH.

Execute the following command, typing the name of the provided file where indicated:

tar zxvf [name of provided tgz file]

Execute the following command:

1s

Note the full file names of the following packages:

o libmspack

° ||bdnef
o fuse
o fuse-libs

e open-vm-tools

7. Execute the following command for each file listed in step 6, in the order in which they are listed. Type the

8.

password for the em7admin user when prompted:

sudo rpm -ivh [full file name]

Execute the following commands:

sudo systemctl start vmtoolsd.service
sudo systemctl enable vmtoolsd.service
sudo systemctl status vmtoolsd.service

If the installation was successful, the "Active" line in the output indicates VMware tools is "active (running)".
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Chapter

Licensing and Configuring an Appliance

Overview

This chapter describes how to license an SL1 appliance and add it to your SL1 system.

Upon installation, SL1 appliances are automatically licensed for 30 days. During these 30 days, you can perform
the steps to obtain a permanent license from Sciencelogic.

SL1 appliances automatically generate a Registration Key file. This file is used by Sciencelogic to generate a
unique License Key file. You must not edit or alter the Registration Key file. While performing the steps
described in this chapter, you must obtain a License Key file by providing the Registration Key file to Sciencelogic.

For distributed SL1 systems, you must license the Database Server first. All other SL1 appliances in a distributed
SL1 system depend on the Database Server for registration.

Use the following menu options to navigate the SL1 user interface:
o Toview a pop-out list of menu options, click the menu icon (E)
o Toview a page containing all of the menu options, click the Advanced menuicon ().

This chapter includes the following fopics:

Logging in to the Web Configuration Utility ... . ... 30
Changing the Password for the Web Configuration Utility ... .. . ... ... ... ... .................. 31
Licensing and Configuring a Database Server or All-In-One Appliance ... ... .. . ... .......... 32
Configuring an Administration Portal ... .. . 33
Configuring a Data Collector or Message Collector ... . . .. 34

Registering the Data Collector or Message Collector with the Database Server ... ... ............ 35
Defining the Syslog Server ... ... 37



Defining the NTP SeIver .. ... 38
Creating a Bonded Interface ... o L 40
Defining @ Proxy SEIver .. ... . 43

Logging in to the Web Configuration Utility

Perform the following steps to log in to the Web Configuration Utility:

1. You can log in to the Web Configuration Utility using any web browser supported by SL1. The address of the
Web Configuration Utility is in the following format:

https://ip-address-of-appliance: 7700

NOTE: For AWS instances, ip-address-of-appliance is the public IP for the AWS instance. To locate the
public IP address for an AWS instance, go to AWS, go to the Instances page, and highlight an
instance. The Description tab in the lower pane will display the public IP.

2. When prompted to enter your user name and password, log in as the "em7admin" user with either the default
password of em7admin or the password you configured.

em7admin

Sign In %
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3. Afterlogging in, the main Configuration Utility page appears:

Sciencelogic™ Web Configuration Utility # Home & Licensing =Inferfaces & Device Seftings ~ PhoneHome  ®Logoul

Configuration Utilities

This interface provides helpers for registering your SciencelLogic™ software and interfaces.

4, Licensing = Interfaces £+ Device Settings . PhoneHome

License Information

Capacity . 7000 Expiration : Mon, 05 Mar 2018 05:00:00 GMT

License Type : Trial Organization : silotest

ScienceLogic™

4. The next configuration steps are different for different types of SL1 appliances. Refer to the appropriate section
for the type of SL1 appliance you are configuring.

Changing the Password for the Web Configuration Utility

You can change the password for the Web Configuration Utility.

NOTE: If you want to change the password for the Web Configuration Utility on all SL1 appliances, you must
log in to the Web Configuration Utility on each appliance and perform the steps in this section.

NOTE: You cannot change the username for the Web Configuration Utility. The username remains
em7admin.

To change the password for the Web Configuration Utility:

1. Log in to the Web Configuration Utility. The Configuration Utilities page appears.
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2. Click the [Device Settings] button

. The Settings page appears.

ScienceLogic™ Web Configuration Utility

Web Configuration Username
em7admin

Appliance Type
Database

# Home 4 Licensing  =Interfaces  # Device Settings ~ “PhoneHome  ®Logout

Settings

Configure your appliance.

Web Config Password (change only) Confirm Web Config Password

3. Inthe Settings page, type the following:

« Web Config Password (change only). Type the new password.

« Confirm Web Config Password. Type the new password again.

4. Click [Save]

5. Perform steps 1-4 for each appliance for which you want to change the password for the Web Configuration

Utility.

Licensing and Configuring a Database Server or All-In-One
Appliance

You must perform the following steps in the Web Configuration Utility to license an All-In-One Appliance or
Database Server:
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1. Loginto the Web Configuration

Utility. The Configuration Utilities page appears.

2. Click the [Licensing] button. The Licensing Step 1 page appears.

Sciencelogic™ Web Configuration Utility

Generate a Registration Key to beginor next Ifyou already have a license to upload

#Home 4 Licensing  =Interfaces & Device Seftings  ‘.PhoneHome  ELogout s

Licensing

Step 1 - Generate a Registration Key

3. Inthe Licensing Step 1 page, click the [Generate a Registration Key] button.

4. When prompted, save the Registration Key file to your local disk.
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5. Login to the Sciencelogic Customer Portal (https://portal.sciencelogic.com). Click the License Request tab
and follow the instructions for requesting a license key. Sciencelogic will provide you with a License Key file

that corresponds to the Registration Key file.

6. Return to the Web Configuration Utility.

# Home 4, Licensing = Interfaces & Device Settings PhoneHome @ Logout

ScienceLogic™ Web Configuration Utility

Licensing

Step 2 - Upload a license key.

To complete the licensing process. | Upload  your license key file here, or paste the text from the file below

Then,  Submit | to finalize.

7. Inthe Licensing Step 2 page, click the [Upload] button to upload the license file.

8. After navigating to and selecting the license file, click the [Submit] button to finalize the license. If the license
key is correct and has been saved successfully, the message "Success: Thank you for licensing your

Sciencelogic product!" appears.

ScienceLogic™ Web Configuration Utility # Home & Licensing = lnterfaces & Device Settings  PhoneHome  ELogout

Licensing

Step 2 - Upload a license key.

Success: Thank you for licensing your ScienceLogic™ product!

Configuring an Administration Portal

You must perform the following steps in the Web Configuration Utility to configure an Administration Portal:

1. Loginto the Web Configuration Utility. The Configuration Ultilities page appears.
2. Click the [Device Settings] button in the upper-right of the page. The Settings page appears.
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https://portal.sciencelogic.com/

ScienceLogic™ Web Configuration Utility # Home 4 Licensing = Interfaces  #£ Device Seftings  “PhoneHome  BLogout

Settings

Configure your appliance.

Web Configuration Username Web Config Password (change only) Confirm Web Config Password

em7admin

Appliance Type Database IP Address

Administration Portal 10.2.3.16

Database Usemame Database Password (change only) Confirm Database Password
root

GUI Username GUI Password (change only) Confirm GUI Password

root

Edit Files

chrony.conf  silo.conf  chrony.d/servers.conf

3. Inthe Settings page, enter the following:

« Database IP Address. The IP address of the primary Sciencelogic Database Server. If the
Administration Portal and Database Server are AWS instances, supply the private IP address for the
Database Server. To find the privte IP of an AWS instance, go to AWS, go to the Instances page, and
highlight an instance. The Description tab in the lower pane will display the private IP.

« Database Username. Username for the database account that the Administration Portal will use to
communicate with the Database Server.

o Accept the default values in all other fields.

4. Click the [Save] button. You may now log out of the Web Configuration Utility.

Configuring a Data Collector or Message Collector

NOTE: Ifyour SL1 system is built from the 8.1.1. ISO or earlier, you will have to license each Data Collector
and Message Collector. For SL1 systems running versions later than 8.1.1, Data Collectors and
Message Collectors do not require a license. For details on licensing Data Collectors and Message
Collectors, see the Licensing an Appliance chapter in the 7.8 version of this manual.

NOTE: The instructions for configuring a Data Collector or Message Collector for PhoneHome configuration
differ from the instructions in this section. For details on configuring a Data Collector or Message
Collector for PhoneHome configuration, see the chapter on PhoneHome.
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You must perform the following steps in the Web Configuration Utility to configure a Data Collector or a Message
Collector:

1. Loginto the Web Configuration Utility on the Data Collector or the Message Collector. The
Configuration Utilities page appears.

2. Click the [Device Settings] button. The Settings page appears.

ScienceLogic™ Web Configuration Utility # Home #, Licensing = Interfaces £ Device Seftings LPhoneHome

@Logout
Settings
Configure your appliance.
Web Configuration Username Web Config Password (change only) Confirm Web Config Password

em7admin

Appliance Type

Database IP Address(s) - comma separated, no spaces
Collection Unit

10.2.3.16

Edit Files

chronyconf  siloconf  chronydfservers conf

3. Inthe Settings page, update the following field:

« Database IP Address. The IP address of the Sciencelogic Database Server(s). If more than one
Database Server will manage this appliance, type the IP addresses of the Database Servers, separated
by commas. Ifthe Data Collector or the Message Collectorand the Database Server are AWS
instances, supply the private IP address for the Database Server. To find the privte IP of an AWS
instance, go to AWS, go to the Instances page, and highlight an instance. The Description tab in the
lower pane will display the private IP.

4. Click the [Save] button. You may now log out of the Web Configuration Utility.

5. Perform these steps for each Data Collector and Message Collector in your PhoneHome configuration.

Registering the Data Collector or Message Collector with the
Database Server

After configuring a Data Collector or Message Collector in the Web Configuration Utility, you must register the
appliance with the main Database Server in your SL1 system.
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To register a Data Collector or Message Collector with the main Database Server, perform the following steps:

1.
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In the address bar of your browser, type the IP address of the SL1 appliance that provides the user interface for
your SL1 system. The user interface is provided by either the Database Server or an Administration Portal.

The login screen appears:

Sciencelogic

Sign In

Log in as the "em7admin" user with the password "em7admin".

If this is your first successful login, you will be asked to agree to the End-user License Agreement. Read the
End-user License Agreement then click the [| Agree to The Terms Outlined Above] button.

Gotothe Appliance Manager page (System > Settings > Appliances):

Appliance Manager

Name
1. B ayoung-dstaz-de250
2. # ayoungdistcu-251

P agsress
o 10.100.100.250
- 0100100250

Hos! e

TRIAL LICENSE: 28 DAYS REMAINING

Moel type

(

@ (Em=E

1P putires

Sesrpsan

[

@ [

Module Type Collector Group
Database wa
Dats Gobection Unit cus

unit -

]

o 10.100.100,

Deseription
Database: 10.100.100.260
callector unt 10.100.100.251

callector unit: 10.100.100.252

Bl Capacry  Allocation
wa

210011023 7.000
81001023 2

210011023 nia

%0

na

EsttDate EstUser  Create Date

20121228 003805 emTadmin 20120824 152303 &

20181228 10:5050 emTadmin 20180824 152343 F « ©

0181228094230 emTadmin 2018024152344 ¥ . [
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5. Supply values in the following fields:

o Host Name. Enter the hostname of the Data Collector or Message Collector.

« IP Address. Enter the IP address of the Data Collector or Message Collector. If the Data Collector or
the Message Collectorare AWS instances, supply the private IP address for the Data Collector or the
Message Collector. To find the privie IP of an AWS instance, go to AWS, go to the Instances page,
and highlight an instance. The Description tab in the lower pane will display the private IP.

« Model Type. If you are configuring a Data Collector, select Data Collection Unit [5] from the drop-
down list. If you are configuring a Message Collector, select Message Collection Unit [6] from the
drop-down list.

o Description. Enter a description for the Data Collector or Message Collector. This field is optional.

6. Click the [Save] button. If the save is successful, the message "Appliance Registered" appears.

7. lfallinformation is valid and the Database Server can communicate with the Data Collector or Message
Collector, the appliance page will display "Yes" in the Validated column. If the Validated column displays
"No" for longer than five minutes, double-check your settings and network connection.

Defining the Syslog Server

For each device except for Message Collectors and All-In-One Appliances, you must specify the IP address of the
server fo which the SL1 appliance will send syslog messages. Enter the IP address of the syslog server that will
monitor this SLT appliance. Usually, this is the IP address of a Message Collector, Data Collector, or All-In-One

Appliance.

NOTE: A device configured with Transport Layer Security (TLS) support for an rsyslog server can successfully
exchange messages with a SL1 appliance configured with TLS support for an rsyslog client.

To specify the syslog server:

1. Either goto the console of the SL1 appliance or use SSH to access the server.
2. Login as userem7admin with the password you configured during setup.

3. Install the required Transport Layer Security (TLS) certificates by typing the following lines at the shell prompt:

mkdir -pv /etc/rsyslog.d/keys/ca.d
cd /etc/rsyslog.d/keys/ca.d/

NOTE: You might need to create a ca.d directory to contain the certificates needed for TLS encryption.

4. Todefine the syslog server, type the following at the shell prompt:

sudo vi /etc/rsyslog.d/siteconfig.conf
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5. Onaline of its own, add the following entry:

facility.priority@ip address of syslog server
where:
« facility specifies a valid facility value. These categories provide a general description of the originator
ofthe message.

« priority specifies a valid priority value. These values specify severity.

o ip address of syslog server specifies the IP address of the syslog server that will monitor this SL1
appliance, usually a Data Collector or Message Collector.

NOTE: For details on valid facility and priority values, see https://docs.oracle.com/cd/E37670
01/E36387/html/ol log sec.html.

6. Save your changes and exit the file (:wg).

7. Atthe command line, type the following:

sudo service rsyslog restart

8. Repeatsteps 1-7 on each SL1 appliance in your system.

Defining the NTP Server

By default, SL1 uses the time servers in the Red Hat Linux pool of ime servers. If you want to use a different time
server, you can edit the configuration files for the time server.

From the Device Settings page of the Web Configuration Utility, you can edit the following time server files:

« chrony.d/servers.conf. This configuration file contains additional settings for the various chrony time
servers.

« chrony.conf. This configuration file contains settings related to the time server (chrony.d) used by SL1.

To configure a time server file:

1. Loginto the Web Configuration Utility. The Configuration Ultilities page appears.

38 Defining the NTP Server


https://docs.oracle.com/cd/E37670_01/E36387/html/ol_log_sec.html
https://docs.oracle.com/cd/E37670_01/E36387/html/ol_log_sec.html

2. Click the [Device Settings] button. The Settings page appears.

ScienceLogic™ Web Configuration Utility # Home 4, Licensing = Interfaces £ Device Settings .PhoneHome ®Logout

Settings
Configure your appliance.
Web Configuration Username Web Config Passwerd (change only) Confirm Web Cenfig Password

em7admin

Appliance Type
Allin One

Save

Edit Files

chrony.conf  silo.conf  chrony.d/servers.cont

3. Inthe Edit Files section, click chrony.d/servers.conf. The Chrony.d/servers.conf Editor modal page
appears:

Chrony.d/servers.conf Editor

# chrony time server configuration — see "man chrony.conf for details
server 0_rhel pool.ntp.org iburst maxpoll 10
server 1.rhel pool nip.org iburst maxpoll 10
server 2.rhel.pool.ntp.org iburst maxpoll 10
server 3.rhel.pool.ntp.org iburst maxpoll 10

Save

4. Inthe Chrony.d/servers.conf modal page, copy the first line that begins with server, such as server
0.rhel.pool.ntp.org iburst maxpoll 10.

5. Paste that line above the first line that begins with server.

6. Replace the hostname portion of the line with the IP address or fully qualified domain name of your preferred
time server.

7. You can delete the additional lines or leave them as additional time servers.

8. Tosave your changes, click Save and then close the modal window.
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9. Ifyou need to configure the time server (chrony.d) used by SL1, click chrony.conf in the Edit Files section of
the Settings page.

Creating a Bonded Interface

A bonded interface (also known as port frunking, channel bonding, link aggregation, and NIC teaming) allows you
to combine multiple network interfaces (called "slave interfaces") into a single logical interface (called a "master
interface"). A bonded inferface can:

« increase available bandwidth

« provide redundancy
To the operating system, a bonded interface appears as a normal network interface. However, the bonded
interface uses a round-robin protocol to assign network traffic to the slave interfaces that make up the bonded
interface.

To create one or more bonded interfaces:

1. Loginto the Web Configuration Utility. The Configuration Ultilities page appears.
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2. Click the [Interfaces] button. The Interfaces page appears.

SciencelLogic™ Web Configuration Utility # Home 4 Licensing  —Interfaces  ##Device Seftings ~ WPhoneHome  ®Logout
Creae a bonded interface | OF click on an interface below to view or edit details.
"ens160"
"10.2.3.81"
ScienceLogic™
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3. Inthe Interfaces page, click the [Create a bonded interface ] button. The Create a Bonded Interface
page appears.

SciencelLogic™ Web Configuration Utility # Home A lLicensing  =interfaces & Device Settings  “.FPhoneHome  GLogout

Create a Bonded Interface

Activate Device ID
Name Interface IP Address
Netmask IP Address DNS 1 (optional)
Gateway IP Address IPv6 Address (optional)
Slave Interfaces (select at least 1) Bonding Options
"ens160"
+ Add another option
Save

Non-editable properties

SciencelLogic™

4. Inthe Create a Bonded Interface page, enter the following:
o Device ID. Required. ID for the bonded interface. Enter a string with the format:
bondN
where N is a number. For example, you could enter bond0, bond 1, or bondé4.
If the device ID already exists in the SL1 System, the SL1 system will display an error message.

« Name. Required. Enfer a user name for the bonded interface.

« Interface IP Address. Required. Enter the IP address for the bonded interface in standard [Pv4,
dotted-octet format.

« Netmask IP Address. Required. Enter the netmask for the bonded interface in standard IPv4, dofted-
octet format.
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« Slave Interfaces. Required. Select one or more interfaces from the list of available interfaces. The
selected interfaces will be used by the new bonded interface.

o DNSI1. Optional. Enter the IP address of the DNS server that the bonded interface will use. Enter the
IP address in standard IPv4, dotted-octet format.

« Gateway IP Address. Optional. Enter the IP address of the gateway device or router that the bonded
interface will use. Enter the IP address in standard IPv4, dotted-octet format.

e IPvé Address. Optional. Enter the IP address for the bonded interface, in IPv6 format.

« Bonding Options. Optional. You can enter one or more bonding options. For each option, enter the
name of the option in the key field and the value in the value field.

For details on bonding options, see the Red Hat documentation on Bonding Interface Parameters:
https://access.redhat.com/documentation/en-US/Red Hat Enterprise Linux/6é/html/Deployment
Guide/sec-Specific Kernel Module Capabilities.htm|#s3-modules-bonding-directives

Defining a Proxy Server

A proxy serer enables SL1 appliances to get system updates when the appliance does not have a direct connection
to the internet. A proxy server also enables Sciencelogic Database Servers to send subscription licensing data to
Sciencelogic.

Each SL1 appliance can define its own proxy server.

To define a proxy server:

1. Gotothe Appliance Manager page (System > Settings > Appliances).

2. Find the appliance for which you want to define a proxy server. Click its toolbox icon (i)

3. When prompted to enter your username and password, log in as the "em7admin" user with either the default
password of em7admin or the password you configured.

em7yadmin

o00®

L 1

( 1 1]

[ Illl)
(L1 1 111]

Sign In %
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4. After logging in, the main Configuration Utility page appears:

4, Licensing = Interfaces

License Information

Capacity . 7000

License Type : Trial

ScienceLogic™

Sciencelogic™ Web Configuration Utility # Home A Licensing —Inferfaces & Device Seftings ~ %PhoneHome  ®Logout

Configuration Utilities

This interface provides helpers for registering your SciencelLogic™ software and interfaces.

¥ Device Settings L. PhoneHome

Expiration : Mon, 05 Mar 2018 05:00:00 GMT

Organization : silotest

5. Click the [Device Settings] button. The Settings page appe

ars.
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SciencelLogic™ Web Configuration Utility # Home 4 Licensing  =lInterfaces % Device Settings  “WPhoneHome  @Logout

Settings

Configure your appliance.

Web Configuration Username Web Config Passwerd (change only) Confirm Web Config Password
em7admin
Appliance Type Database IP Address

Administration Portal 10.64.171.130

Database Username Database Password (change only) Confirm Database Password
root
GUI Username GUI Password (change only) Confirm GUI Password
root
Save
Edit Files

chrony.conf = silo.conf  chrony.d/servers.conf

Configure Proxy Server

Server URL: Port:

Save

ScienceLogic™

6. Entervalues in the following fields:

« Server URL. Type the URL of the proxy server. For example, "http://10.2.12.51".

e Port. Type the port on the proxy server to which the SL1 appliance will talk.

7. Click [Save].

Defining a Proxy Server



Chapter

Configuring SL1 for PhoneHome
Communication

Overview

This chapter explains how to configure SL1 to use PhoneHome Communication.
Use the following menu options to navigate the SL1 user interface:
o Toview a pop-out list of menu options, click the menu icon (E)
« Toview a page containing all of the menu options, click the Advanced menuicon ( ).

The following topics cover the details of configuring PhoneHome Communication:

What is PhoneHome Communication? il 47
PrereqUISItes .. .. ... e 49
Overview of the PhoneHome Configuration ... ... ... ... ... 49
Configuring the Database Server for PhoneHome ... .. . .. ... .. .. .. ... 50
Configuring the Data Collectors and Message Collectors for PhoneHome _.............................. 51
Registering the Data Collectors and Message Collectors ... . . . . . .. . ... 56
Defining Port Forwarding ... ... L 58
Importing and Exporting a PhoneHome Configuration ...... ... ... i, 59
Using Custom Options for AUtoSSH L 59
Configuring PhoneHome for High Availability and Disaster Recovery ... .. ... ... ... ... .......... 60
Configuring One or More Proxy Servers ... ... . . . 65
The Watchdog Service .. il 69

46



Logging PhoneHome Configuration Information
Using the Command-Line Interface

Troubleshooting the PhoneHome Configuration

What is PhoneHome Communication?

SL1 supports two methods for communication between Database Servers and the Data Collectors and Message

Collectors in a system:

The traditional method, where the Database Server initiates communication with each Data Collector and
Message Collector. The Database Server periodically pushes configuration data to the Data Collectors and
Message Collectors and retrieves data from the Data Collectors and Message Collectors.

Database Layer

Database Server(s)

The Database Server
initiates communication
with each Data Collector
and Message Collector.

Collection Layer

Data Collector(s)

Message Collector(s)

The Database Server
periodically pushes
configuration data to the
collectors and retrieves

data from the collectors.

Data Collection
& Automation Actions

g

4o

IManaged Devices

Message
Collection

The benefit of this method is that communication to the Database Server is extremely limited, so the Database
Server remains as secure as possible.
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The PhoneHome method, where the Data Collectors and Message Collectors initiate communication with the
Database Server. The Database Server then creates an SSH tunnel. The Database Server uses the SSH tunnel to

periodically push configuration data to the Data Collectors and Message Collectors and retrieve data from the
Data Collectors and Message Collectors.

— Collection Layer

Collectors initiate

Data Collector(s) Message Collector(s) communication with

the Database Server.

Data Collection Managed
& Automation Actions Devices

Y

Database Layer
Database Server(s) < The Database Server creates and uses an

SSH tunnel to push configuration data to
T

collectors and retrieve data from collectors.
Y

S5H Tunnel

v

'y

The benefits of this method are that no firewall rules must be added on the network that contains the Data
Collectors, and no new TCP ports are opened on the network that contains the Data Collectors.

The PhoneHome configuration uses public key/private key authentication to maintain the security of the Database
Server. Each Data Collector is aligned with an SSH account on the Database Server and uses SSH to
communicate with the Database Server. Each SSH account on the Database Server is highly restricted, has no
login access, and cannot access a shell or execute commands on the Database Server.
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Prerequisites

Before configuring PhoneHome communication in your Sciencelogic environment, you must:

o Have SSH access or console access to each database.

o On each Sciencelogic appliance, know the username and password for access to the console as
em7admin.

o Ensure that the Database Server opens a port for PhoneHome communication. The default port used by the
Configuration Utility is 7705, but you can use other ports besides 7705.

NOTE: If you use a proxy in your PhoneHome configuration, perform the steps in the proxy section before
configuring the other steps in the PhoneHome configuration. The remaining configuration steps
require the proxy for communication.

Overview of the PhoneHome Configuration

For a configuration that includes one or more Database Servers, perform the following steps to use PhoneHome
communications:

1. Configure one or more Database Servers for PhoneHome. Each Database Server must have SL1
installed, have an IP address, and be licensed with Sciencelogic.

NOTE: If you are using a High Availability and Disaster Recovery configuration, see Configuring
PhoneHome for High Availability and Disaster Recovery to configure Database Servers.

2. Configure the Data Collectors and Message Collectors for PhoneHome. Each Data Collector or
Message Collector must have SL1 installed and have an IP address.

3. Define the Database Server associated with each Data Collector or Message Collector appliance.
4. Register the Data Collectors and Message Collectors in SL1.

5. Asneeded, define port forwarding for each collector to use SSH from the Database Server to access that
Data Collector or Message Collector.

6. See the Troubleshooting section for additional help.
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NOTE: You do not need to license collectors if your SL1 system is built from the 8.1.2 ISO or later. [f your SL1
system is built from the 8.1.1 ISO or earlier, you will have to license each Data Collector and
Message Collector. For details on licensing Data Collectors and Message Collectors, see the
Licensing an Appliance chapter in the 7.8 version of the Installation and Initial Configuration
manual.

Configuring the Database Server for PhoneHome

In PhoneHome communication, the Database Server that communicates with the Data Collectors and the optional
Message Collectors is known as the Control Node. The Control Node stores all the configuration information for
the PhoneHome configuration.

NOTE: In a high-availability or disaster recovery system, the Control Node is usually also the primary
Database Server. For more information about high availability and disaster recovery configuration,
see Configuring PhoneHome for High Availability and Disaster Recovery.

To configure the Control Node Database Server for PhoneHome communication, you must first perform the
following required steps:

o Install the SL1 on the Database Server.
o Assign an IP address to the Database Server.

« License the Database Server with Sciencelogic. For more information, see Licensing and Configuring a
Database Server.

Next, configure the Control Node Database Server for PhoneHome communication:

1. Gotothe console of the Database Server or use SSH to access the server.
2. Login as userem7admin with the password you configured during setup.

3. Forthe Database Server, you must open a port to accept incoming connection requests. To do this, type the
following at the shell prompt:

sudo phonehome open-control-port port number

where port_number is an unused port number greater than 1000. The Configuration Utility uses port 7705
as the default port. If you want to use the default port, specify 7705in this command. To use a different port,
specify that port number in this command.

4. Todefine the Database Server (to itself), type the following at the shell prompt:

sudo phonehome add database

Configuring the Database Server for PhoneHome 50



5. Review the output, which should look like the following:

Created local: #0

Reloading sshd configurations

Created database: #11

Changing password for user: "phonehomell"

Created Device Id: "11"

Created token: "phonehome://11@71.97.6.197/eedsdRRK8yNu"

6. Note the ID number for the database (11 in our example).

7. lfthe database is behind a firewall, you need to define the public-facing IP address of the Database Server
and also define the port to use for SSH communication from PhoneHome servers to the Database Server. To
do this, type the following at the shell prompt:

sudo phonehome set appliance ID -ip=IP address -port=port number

where appliance ID is the value you noted in step 6, IP_address is the public-facing IP address, and port
number is the port you want to use for SSH communication to and from the Database Server.

Forexample:
sudo phonehome set 11 -ip=71.197.6.197 -port=7705

8. You must now configure the Data Collectors and Message Collectors in your network. To do this, go the next
section.

Configuring the Data Collectors and Message Collectors for
PhoneHome

This section describes how to configure a Data Collector and a Message Collector for use in a PhoneHome
configuration.

Before configuring a Data Collector and a Message Collector for use in a PhoneHome configuration, you must first
perform the following required steps:

o Install SLT on each Data Collector and Message Collector

o Assign an IP address to each Data Collector and Message Collector

NOTE: If your PhoneHome configuration uses proxy servers, do not use this section to configure a Data
Collector or Message Collector. See the section on proxy servers instead.

To configure a Data Collector or Message Collector as part of a PhoneHome configuration:

1. On the Data Collector or Message Collector, log in to the Web Configuration Utility using any web browser
supported by SL1. The address of the Web Configuration Utility is in the following format:

https://ip address of collector:7700
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2. Type the address of the Web Configuration Utility in the Address bar of your browser, replacing "ip-address-
of-appliance" with the IP address of the Data Collector or Message Collector.

3. When prompted to enter your user name and password, log in as the "em7admin" user with either the default
password of em7admin or the password you configured.

em7admin

Sign In %

4. Afteryou log in, the Configuration Utilities page appears:

SciencelLogic™ Web Configuration Utility #Home A licensing  =lnterfaces & Device Seftings  PhoneHome  GhLogout

Configuration Utilities

This interface provides helpers for registering your ScienceLogic™ software and interfaces.

4, Licensing + Interfaces £ Device Settings . PhoneHome

License Information

Gapacity - None Expiration

License Type : Uniimited Organization : SCIENCELOGIC PERMANENT

ScienceLogic™
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5. Click the [PhoneHome] button. The PhoneHome - Collector page appears.

SciencelLogic™ Web Configuration Utility #Home  Alicensing  =interfaces & Device Seiings  .PhoneHome  @Logout

PhoneHome - Collector

Connect to a phonehome-configured database

Clear Configuration

Database:

HostnamelIP: Port (if not 7705):

10.64.20.100 7706

[ Make request via HTTPS
Status: Mot configured

Send Connection Request

6. Complete the following fields:

o Hostname/IP. Type the Hostname or IP address of the Database Server that is configured for
PhoneHome.

o Port (if not 7705). Optional. Port number for SSH communications with the Database Server that is
configured for PhoneHome. If you are using a port other than 7705 on the Database Server, type the
port number in this field. Otherwise, leave this field blank.

« Make request with the Web Configuration Utility via HTTPS. Optional. If you select this checkbox,
the Data Collector sends the PhoneHome request to the Database Server using an HTTPS request.
The Data Collector sends the request directly to the Sciencelogic Web Configuration Utility (port
7700) on the Database Server. This option works only if the Data Collector has direct access to port
7700 on the Database Server. If you do not select this checkbox, requests are made via SSH.

o Verify SSL Cert. Optional. When you use HTTPS, the Database Server sends an SSL certificate. If the
certificate is from a Certificate Authority and must be verified, select this checkbox. If the certificate is
internal and does not require verification, do not select this checkbox.
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7. Clickthe [Send Connection Request] button to send the request from the Data Collector to the Database
Server that is configured for PhoneHome. After clicking the [Send Connection Request] button, the
PhoneHome - Collector page displays the status Pending database approval.

NOTE: Do not close the browser window or navigate away from this page while the connection request is
being processed.

8. Inanew browser window, open the Sciencelogic Web Configuration Utility for the Database Server. To do
this, type the following, replacing "ip-address-of-database" with the IP address of the Database Server:

https://ip address of database:7700

9. When prompted to enter your user name and password, log in as the "em7admin" user with either the default
password of em7admin or the password you configured. The main Configuration Utility page appears.

10. Click the [PhoneHome] button. The PhoneHome Database - Master page appears.

ScienceLogic™ Web Configuration Utility #iHome  AlLicensing  =interfaces & Device Seitings  \.PhoneHome @ Logout

PhoneHome Database - Master

Set up master configuration for phonehome.

Databases:
ID: 11 ID: 12
Host: Host:
disconnected disconnected
Collectors:
m

Accept All Collector Requests

Reject All Collector Requests

11. Note that the list of Collectors includes a request. Click the [Accept] button for that collector. The Status for
the Collector now displays as Approved.
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12. On the Data Collector or Message Collector, open the Sciencelogic Web Configuration Utility and click the
[PhoneHome] button. The PhoneHome - Collector page appears:

ScienceLogic™ Web Configuration Utility #Home  AlLicensing = Interfaces & Devi

PhoneHome - Collector

Connect to a phonehome-configured database

Clear Configuration

Database:
HostnamelIP: Port (if not 7705):

10.2.253.245 7705

Make request via HTTPS,

Status:

(%)
@

onnection Request

13. Click the [Check Approval] button. Note that the Status message is now Configured - ID [phonehome
user_number].

14. Ifyou refresh the page, the status field displays the message Synced and Connected.

If you have a large number of collectors, you can perform the following steps to approve multiple collectors at the
same fime:

1. On each Data Collector or Message Collector, follow steps 1-7 in the previous procedure to send the
connection request for each collector.

2. Open the Sciencelogic Web Configuration Utility for the Database Server and click the [PhoneHome
]button.

3. Click the [Accept All Collector Requests] button.

4. Open the Sciencelogic Web Configuration Utility for each collector, click the [PhoneHome ]button, and
then click the [Check Approval] button.

5. Repeatstep 4 until you have approved all of your collectors.
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Registering the Data Collectors and Message Collectors

NOTE: Perform the steps in this section after you have successfully established a PhoneHome connection
between Data Collectors or Message Collectors and the main Database Server. The steps in this

section ensure that the SL1 system uses the loopback address that is assigned to each Data Collector
and Message Collector upon successful completion of a phonehome connection request.

In this section:

« Inthe Web Configuration Utility, you must define the Database Server associated with each Data Collector or
Message Collector appliance.

e InSLT, you must register the Data Collectors or Message Collectors with the main Database Server.

Define the Database Server for Each Collector

You must perform the following steps in the Web Configuration Utility to configure a Data Collector or a Message
Collector:

1. Log in to the Web Configuration Utility on the Data Collector or the Message Collector. The Configuration
Utilities page appears.

2. Click the [Device Settings] button. The Settings page appears.

ScienceLogic™ Web Configuration Utility # Home & Licensing = Interfaces & Device Seftings ~ WPhoneHome  ®Logout

Settings

Configure your appliance.

Web Configuration Username Web Config Password (change only) Confirm Web Config Password
em7admin

Appliance Type Database IP Address(s) - comma separated, no spaces
Collection Unit 102316

Edit Files

chrony.conf  silo.conf  chrony.d/servers.conf

3. On the Settings page, update the following field:

o Database IP Address. The IP address of the Sciencelogic Database Server(s). If more than one

Database Server will manage this appliance, type the IP addresses of the Database Servers, separated
by commas. You cannot paste an IP address into this field.
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4. Click the [Save] button.
5. Click the [Logout]button to log out of the Web Configuration Utility for this collector.

6. Perform steps 1-5 for each Data Collector and Message Collector in your PhoneHome configuration.

Register the Collectors with the Main Database Server

In SL1, to register a Data Collector or Message Collector with the main Database Server:

1. Inthe address bar of your browser, type the IP address of the SL1 appliance that provides the user interface for
your SL1 system. The user interface is provided by either the Database Server or an Administration Portal.
The login page appears:

Session: [ Standard ] | Secure

2. Login asthe "em7admin" user with the password "em7admin" (or the password you configured).

3. Ifthis is your first successful login, you will be asked to agree to the End-user License Agreement. Read the
End-user License Agreement and then click the [| Agree to The Terms Outlined Above] button.

4. Gotothe Appliance Manager page (System > Settings > Appliances):

Host Name: Model type -
[PhoneHome collector 5 |@ | | [Data Collection Unit [5] -8 =ave

P &ddress Description

[127.0.0.5 |@ | | [Data Collector 09 @

5. Complete the following fields:
o Host Name. Type the host name of the Data Collector or Message Collector.

« IP Address. Type the loopback IP address of the Data Collector or Message Collector. The
loopback IP address is a special, virtual network interface that your computer uses to communicate
with itself. This address also allows you fo view content on a server in the same way a client would. In

most cases, the loopback address is 127.0.0.1, although the loopback address can be any IP address
inthe 127.0.0.0/8 block.
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TIP: If you go to the Web Configuration Utility of the Database Server and click the PhoneHome button, you
can view a list of all the connected collectors, along with their IDs. The ID indicates the loopback address.
Forexample, if the ID of a given collector is 12, then its loopback address is 127.0.0.12.

« Model Type. Select the type of appliance (Data Collector or Message Collector) you are registering.
« Description. Type a description for the Data Collector or Message Collector. This field is optional.

6. Click the [Save] button. If the save is successful, the message "Appliance Registered" displays.

7. lfallinformation is valid and the Database Server can communicate with the Data Collector or Message
Collector, the Appliance Manager page displays the Sciencelogic version installed on the collector in the
Build column. Ifthe Build column remains blank for longer than five minutes, double-check your settings

and network connection.

8. Perform these steps for each Data Collector and Message Collector in your PhoneHome configuration.

Defining Port Forwarding

If you define port forwarding for each Data Collector or Message Collector in the PhoneHome configuration, you
can use SSH from the Database Server to access the Data Collector or Message Collector.

To define port forwarding:

1. Either go fo the console of the Database Server or use SSH to access the server.
2. Login as userem7admin with the password you configured during setup.

3. Foreach Data Collector and/or Message Collector, type the following at the shell prompt:

sudo phonehome set appliance ID -forwards=port number

where:

« appliance_ID is device ID for the Data Collector or Message Collector.

o port_number is the port you want to use for SSH communication from the Database Server to the Data
Collector or Message Collector.

For example:
sudo phonehome set 12 -forwards=22

4. Foreveryother server in the PhoneHome configuration, go to the console of the Database Server or use SSH

to access the server.

5. Login as user em7admin with the password you configured during setup.

6. Type the following at the shell prompt:

sudo phonehome sync
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7. Now, whenever you are SSHed in to the Database Server, you can SSH to the Data Collector or Message

Collector.

8. To use the forward port, append "100" to the front of the port you defined in step #3 and use the loopback
IP of the Data Collector or Message Collector using port 10022:

ssh —-p 10022 root@127.0.0.12

Importing and Exporting a PhoneHome Configuration

From the Database Server, you can export the details of your PhoneHome configuration to afile. If your Database
Server fails, you can import the PhoneHome configuration file to a new Database Server (as long as the new
Database Server has the same IP address of the failed Database Server), and you will not have to perform any
additional configuration steps to get your PhoneHome configuration running again.

To export the details of your PhoneHome configuration to a file:

1. Logintothe console of the primary Database Server as the root user.

2. Atthe command line, type the following:
phonehome export -f filename
where filename is the full path name of the file in which you want fo store the exported configuration.
3. Copy the file to a secure location, not on the Database Server.
To import the details of your PhoneHome configuration to a new Database Server:

1. Log in to the console of the new primary Database Server as the root user.
2. Atthe command line, type the following:

phonehome import -f filename

where filename is the full path name of the file that contains the exported PhoneHome configuration.

Using Custom Options for AutoSSH

By default, SL1 stores settings for AutoSSH for PhoneHome configurations in the file
/opt/em7 /backend/phonehome/em?7 ph tunnels on each Data Collector and Message Collector in your

configuration.

If you want to use custom AutoSSH settings for a specific Data Collector or Message Collector in your configuration,
you can create the file /etc/phonehome/local.conf and define custom AutoSSH options for that server.

To define custom SSH options for a server:

1. Log in to the console of the Data Collector or Message Collector as the root user.
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2. Open the file /etc/phonehome/local.confg with a text editor like vi:
vi /etc/phonehome/phonehome.conf
3. Add one or more custom settings for AutoSSH. You can define:

o TCPKeepAlive = "number of seconds". The number of seconds the client will wait before sending a
null packet to the server (fo keep the connection alive). Uses the TCP layer to send the packet. If you
set this value to zero (0), this feature is disabled. Your connection will drop if idle for too long.

o ServiceAlivelnterval = "number of seconds". The number of seconds the client will wait before
sending a null packet to the server (to keep the connection alive). Uses the SSH layer to send the
packet. If you set this value to zero (0), this feature is disabled. Your connection will drop if idle for too
long.

o StrictHostKeyChecking = "yes or no". f this flag is set to “yes”, AutoSSH will never automatically add
host keys to AutoSSH configuration and will refuse to connect to hosts whose host key has changed.
This option forces the user o manually add all new hosts. If this flag is set to “no”, ssh will automatically
add new host keys to the known hosts files.

NOTE: To determine the format for entries in the /etc/phonehome/phonehome.confg file, see the file
/opt/em7 /backend/phonehome/em?7 ph tunnels.

4. Save your changes and exit the file.

Configuring PhoneHome for High Availability and Disaster
Recovery

This section describes how to configure the Database Servers in your system for use in a PhoneHome
configuration.

NOTE: You can use the same Database Servers in both a PhoneHome configuration and a traditional
configuration.

After performing the steps in this section, go the section on Configuring the Data Collectors and Message
Collectors to complete the configuration.

What is the Control Node?

In a PhoneHome configuration, the Control Node is the Database Server that communicates with the Data
Collectors and the optional Message Collectors. This Database Server stores all the configuration information for
the PhoneHome configuration.

In a high-availability or disaster recovery system, the Control Node is usually also the primary Database Server .
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Configuring the Control Node Database Server for High Availability
and Disaster Recovery

To configure the Control Node for PhoneHome communication:

1.
2.

8.
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Go to the console of the Control Node Database Server or use SSH to access the server.
Log in as user em7admin with the password you configured during setup.

For the Control Node Database Server, you must first open a port to accept incoming connection requests.
To do this, type the following at the shell prompt:

sudo phonehome open-control-port port number

where port_number is an unused port number greater than 1000. The default value in the
Configuration Utility is 7705. If you want to use the default port later in the Configuration Utility,
specify "7705" in this command.

To define the Control Node Database Server (to itself), type the following at the shell prompt:

sudo phonehome add database

Review the output, which should look like the following:

Created local: #0

Reloading sshd configurations

Created database: #11

Changing password for user: "phonehomell"

Created Device Id: "11"

Created token: "phonehome://11Q@71.97.6.197/ee4sdRRK8yNu"

Note the ID number for the Control Node (11 in our example).

To define the public-facing IP address of the Control Node Database Server and the port to use for SSH
communication from PhoneHome servers to the Control Node Database Server, type the following at the
shell prompt:

sudo phonehome set appliance ID -ip=IP address -port=port number

where port_number is an unused port number greater than 1000. The Configuration Utility uses port 7705
as the default port. If you want to use the default port, specify 7705in this command. To use a different port,
specify that port number in this command.

Forexample:
sudo phonehome set 11 -ip=71.197.6.197 -port=7705

If your SL1 System uses multiple databases for high availability and/or disaster recovery, you must create a
record for the secondary Database Server on the Control Node Database Server. To do so, type the following
atthe shell prompt:

sudo phonehome add database
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9. The output will look like this:

Reloading sshd configurations

Created database: #13

Changing password for user: "phonehomel3"

Created Device Id: "13"

Created token: "phonehome://13@10.64.68.31:22/GmHtYvDd900V"
10. Note the ID number for the secondary Database Server. You will need this value later in the configuration.
11. Copy and save the token for the secondary Database Server. You will need this value later in the

configuration.

12. Todefine the public-facing IP address of the secondary Database Server and the port to use for SSH
communications from PhoneHome servers to the secondary Database Server, type the following at the shell
prompt:

sudo phonehome set appliance ID -ip=IP address -port=port number
where:

« appliance_ID is the value you noted in step 5.
o IP_address is the public-facing IP address.
e port_number is the port you want to use for SSH communication to and from the Control Node

Database Server.

Forexample, we could enter:

sudo phonehome set 13 -ip=71.197.6.198 -port=7705

Configuring the Secondary Database Server for High Availability and
Disaster Recovery

To configure a secondary Database Server as part of a PhoneHome configuration:

1. Either go fo the console of the secondary Database Server or use SSH fo access the server.
2. Login as userem7admin with the password you configured during setup.

3. Forthe secondary Database Server, you must first open a port to accept incoming connection requests. To do
this, type the following at the shell prompt:

sudo phonehome open-control-port port number
where:

o port_number is an unused port number greater than 1000. The default value in the
Configuration Utility is 7705. If you want to use the default value, specify '7705".

NOTE: Sciencelogic recommends that you use the same port number on each database in your PhoneHome
configuration.
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4. Toregisterthe secondary Database Server, type the following at the shell prompt:
sudo phonehome register appliance token

where:

« appliance_token isthe URL you saved during step 10 in the section Configuring the Control Node
Database Server.

5. The output looks like this:
Registered device successfully
6. Type the following at the shell prompt:
sudo phonehome sync
7. The output looks like this:
Started synchronization
Synchronized: collectors
Synchronized: databases

Reloading sshd configurations
Finished synchronizations

Configuring Data Collectors and Message Collectors for High
Availability and Disaster Recovery

You must now configure the Data Collectors and Message Collectors in your network. To do this, see Configuring
the Data Collectors and Message Collectors.

NOTE: If your PhoneHome configuration uses proxy servers, do not use this section to configure a Data
Collector or Message Collector. See the section on proxy servers instead.

Syncing the High Availability and Disaster Recovery System

After adding Data Collector(s) or Message Collector(s) to your PhoneHome configuration, you must once again
execute the sync command on all Database Servers and then on the newly configured Collectors in the
PhoneHome configuration.

To sync your PhoneHome configuration:

1. Either goto the console of the Database Server (or the new Collectors) or use SSH to access the server.
2. Login as userem7admin with the password you configured during setup.

3. Atthe shell prompt, type the following:

sudo phonehome sync
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4. Perform these steps on each Database Server, Data Collector, and Message Collectorin your PhoneHome
configuration.

Changing the Control Node for High Availability and Disaster
Recovery

This section explains how to perform fail-over to the secondary Database Server if the primary Database Server
fails or is offline.

This section requires you to use the command-line interface.

NOTE: The watchdog and autosync services are not available for versions of SL1 earlier than the 7.5.3
ISO. I you are using a version of SL1 earlier than the 7.5.3 ISO, please contact Sciencelogic
Customer Care for help performing the steps in this section.

To promote a secondary Database Server:
1. Determine the Database Server that you want to promote (to Control Node). Log in to the console of that
Database Server or use SSH 1o access the server. Log in as em7admin .

2. Atthe shell prompt, type the following:
phonehome clear all

3. On the Database Server that you want to promote, perform all of the steps in all of the sub-sections in the
section Configuring the Control Node Database Server.

4. Foreach secondary Database Server, perform all of the steps in the section Configuring the Secondary
Database Server for High Availability and Disaster Recovery.

5. Foreach Data Collector and Message Collector, perform all of the steps in the section Configuring the
Data Collector and Message Collector for PhoneHome.

6. Foreach Data Collector and Message Collector, perform all of the steps in the section Synchronizing the
Database Servers with the New Data Collector and Message Collector in a High Availability
Configuration.

Adding a New Secondary Database Server

To add a new secondary Database Server to an existing PhoneHome configuration:

1. On the primary Database Server (the Control Node), perform steps 15-19 from the section Configuring
the Primary Database Server. These are the steps that define the secondary Database Server, including
saving the token and saving the new configuration.

2. Onthe new secondary Database Server, perform the steps from the section Configuring the Secondary
Database Server for High Availability and Disaster Recovery.
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For each Data Collector and optional Message Collector, either go to the console of the SL1 appliance or
use SSH to access the Data Collector. Log in as "em7admin’.

At the shell prompt, type the following:
phonehome sync

Perform steps 3 and 4 on each Data Collector and Message Collector in the PhoneHome configuration.

Either go to the console of the SL1 appliance or use SSH to access the new secondary Database Server. Log
in as "root".

Atthe shell prompt, type the following:
phonehome status

The new secondary Database Server should be connected to each Data Collector in the PhoneHome
configuration.

Configuring One or More Proxy Servers

If your organization requires that you use a proxy for outbound requests, you can configure one or more Data
Collectors to act as proxy servers. These proxy servers will sit between the Data Collectors in your PhoneHome
configuration and the Database Server in your PhoneHome configuration.

To use one or more Data Collectors as proxy servers in a PhoneHome configuration:

o Ensure thatthe SSH port is open on each Data Collector that acts as a proxy server.

o Ensure that the SSH port is open on each Database Server in the PhoneHome configuration.

NOTE: If you use a proxy in your PhoneHome configuration, perform the steps in this section before you

configure the other steps in this chapter. The other steps in the PhoneHome configuration will

require the proxy for communication.

To configure your PhoneHome configuration to use a proxy server, you must:

1.

o K~ W
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Configure a Database Server for PhoneHome configuration as either a stand-alone Database Server
(Configuring the Database Servers) or a High Availability Database Server (Configuring the Database
Servers for High Availability)

Edit the ssh_config file.
Use the command line to configure Data Collectors that connect via proxy.
Copy the SSH key to each proxy.

Synchronize the Data Collectors with the Database Server.
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Editing ssh_config

1. Either goto the console of the Data Collector that will be part of the PhoneHome configuration or use SSH to
access the server.

NOTE: Perform these steps on the Data Collector that will be part of the PhoneHome configuration, not on
the Data Collector that will serve as a proxy server.

2. Login as userem7admin with the password you configured during setup.

3. Open the file /etc/ssh/ssh_config with vi or another text editor:

sudo vi /etc/ssh/ssh _config

4. Add the following lines to the file:
Host hostname of primary Database Server
ProxyCommand ssh -q em7admin@proxy hostname nc %h %p

where:
hostname_of primary Database Server is the hostname for the primary Database Server.
proxy hostname is the hostname of the proxy server that directly communicates with the Database Server. If

you have a chain of proxy servers, this value is the hostname of the last proxy server in that chain (the proxy
server that connects to the Database Server).

NOTE: If you use hosthames to configure proxy servers, you must use hostnames for all PhoneHome
configuration. If you use IP addresses to configure proxy servers, you must use IP addresses for all
PhoneHome configuration. You cannot mix hostnames and IP addresses in ssh_config and in
PhoneHome configuration.

5. Ifapplicable, for all secondary databases, add the following lines to the file:

Host hostname of secondary Database Server
ProxyCommand ssh -q em7admin@proxy hostname nc %h %p

where:
hostname of secondary Database Server is the hostname for the secondary Database Server.
proxy hostname is the hostname of the proxy server that directly communicates with the secondary

Database Server. If you have a chain of proxy servers, this value is the hostname of the last proxy server in
that chain (the proxy server that connects to the Database Server).
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6. Ifyou have more than one proxy server, add the following lines to the file:

Host hostname of proxy server
ProxyCommand ssh -q em7admin@proxy hostname nc %h %p

where:

hostname_of proxy server is the hostname of the current proxy server (the proxy server you are creating an
entry for). For example, you could create an entry for "ProxyServer2".

proxy hostname is the hostname of the proxy server that is previous in the chain and communicates with the
current proxy server. If your entry is for "ProxyServer2", you would specify "ProxyServer1" in this field.

For example, if you had the following configuration:
PhoneHome Data Collector -> ProxyServer1 -> ProxyServer2 -> ProxyServer3 -> Database Server

You would add the following entries to /etc/ssh/ssh_config:

Host ProxyServer?2
ProxyCommand ssh -g em7admin@ProxyServerl nc %h %p

Host ProxyServer3
ProxyCommand ssh -g em7admin@ProxyServer2 nc %$h $p

Host EM7 DBl
ProxyCommand ssh -gq em7admin@ProxyServer3 nc %$h $p
For another example, if you had the following configuration:

PhoneHome Data Collector -> ProxyServer1 -> ProxyServer2 -> ProxyServer3 -> primary Database
Server

PhoneHome Data Collector - > ProxyServer1 -> ProxyServer2 -> ProxyServer3 -> secondary Database
Server

You would add the following entries fo /etc/ssh/ssh_config:

Host ProxyServer2

ProxyCommand ssh -g em7admin@ProxyServerl nc $h $p
Host ProxyServer3

ProxyCommand ssh -g em7admin@ProxyServer2 nc %$h $p
Host EM7 DB1

ProxyCommand ssh -gq em7admin@ProxyServer3 nc %$h $p
Host EM7 DB2

ProxyCommand ssh -g em7admin@ProxyServer3 nc %h %p

7. Save (:wq) your changes fo the /etc/ssh/ssh_config file.
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Configuring Data Collectors that Connect to the PhoneHome
Database Server Through a Proxy

To configure a Data Collector that connect to the PhoneHome Database Server through a Proxy:

1. Either gofo the console of the Database Server or use SSH to access the server.
2. Login as userem7admin with the password you configured during setup.

3. Forthe Database Server, you must first open a port fo accept incoming connection requests. To do this, type
the following at the shell prompt:

sudo phonehome open-control-port port number
where:
e port_number is an unused port number greater than 1000.
4. To define the Data Collector (to the Database Server), type the following at the shell prompt:
sudo phonehome add collector
5. The output will look like this:

Created collector: #12

Changing password for user: "phonehomel2"

Created Device Id: "12"

Created token: "phonehome://12@10.64.68.31:22/0om30dt3iPEAD

6. Note the token for the Data Collector.

7. Either goto the console of the Data Collector or use SSH to access the server.

NOTE: Perform these steps on the Data Collector that will be part of the PhoneHome configuration, not on
the Data Collector that will serve as a proxy server.

8. Register the Data Collector with the Database Server . To do this, type the following at the shell prompt:
sudo phonehome register token
where:

o token is the value you noted in step 5.
Copying the SSH key to Each Proxy

You must now copy the SSH key to each proxy server. To do this:

1. Either goto the console of the Data Collector that will be part of the PhoneHome configuration (not the proxy
server) or use SSH 1o access the server.
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2. Login as userem7admin with the password you configured during setup.

3. Atthe shell prompt, type the following:

ssh-copy-id -i /home/phonehome0/.ssh/id rsa.pub em7admin@[IP address of proxy
server]

4. Perform step 3 for each proxy server in your PhoneHome configuration.

Synchronize the Data Collectors with the Database Server

After adding Data Collector(s) or Message Collector(s) to your PhoneHome configuration, you must execute the
sync command on all Database Servers in the PhoneHome configuration.

To execute the sync command on all Database Servers:

1. Either go fo the console of theDatabase Server or use SSH 1o access the server.
2. Login as userem7admin with the password you configured during setup.

3. Atthe shell prompt, type the following:
sudo phonehome sync

4. Perform these steps on each Database Server in your PhoneHome configuration.

The Watchdog Service

Each Data Collector and Message Collector in a PhoneHome configuration runs a service called watchdog. The
watchdog process automatically checks the connection between the Data Collector or Message Collector and the
Database Server. If the connection is stale, the watchdog service automatically forces the Database Server to
reconnect to the Data Collector or Message Collector.

The watchdog service can also detect configuration changes. If the PhoneHome configuration changes, the
watchdog service will detect the changes and synchronize the configuration data on each device in the
PhoneHome configuration.

The watchdog service is started automatically on each Data Collector, Message Collector, and secondary
Database Server.

To view information about the watchdog service:

1. Login tothe console of the Data Collector, Message Collector, and secondary Database Server as the root
user.

2. Atthe command line, type the following:
phonehome watchdog view

3. You should see something like the following:
Current settings:

autosync: yes

69 The Watchdog Service



interval: 20
state: enabled
autoreconnect: yes
timeoutcount: 2
check: default
4. You can change any of these settings by typing the following at the command line:

phonehome watchdog set -settingvalue

where setting is one of the settings displayed with the view command and value is the value to assign to that
setting.

5. Fordetails about the watchdog service, type the following at the command line:
phonehome watchdog help

For details about the arguments and settings for watchdog, see the section on Using the Command Line
Interface.

Logging PhoneHome Configuration Information

The PhoneHome configuration logs information to the following files:

« /var/log/phonehome/phonehome0.log. Resides on each device in the PhoneHome configuration. This
log file stores the date and time that devices are added to or removed from the PhoneHome configuration
and each configuration action, including token generation, device registration, and configuration data
synchronization, performed for each device.

1. /var/log/phonehome/phonehome<device ID>.log. Resides on the Control Node (usually the
Database Server). This log file stores an entry for each action requested by or performed on a specific device
(specified by device ID).

2. /var/log/phonehome/ph_watchdog.log. Resides on the Control Node (usually the Database Server).
This log file stores information about the watchdog service.

Using the Command-Line Interface

If you have access to the console for each appliance in the PhoneHome configuration, or if you have SSH access to
each appliance in the PhoneHome configuration, you can use a shell session and the phonehome command to
configure and troubleshoot your PhoneHome configuration.
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The phonehome Command

To use the phonehome command:

1. Either goto the console of the SL1 appliance or use SSH to access the server. Log in as "root".

NOTE: For details on enabling and using SSH with SL1, see the manual Security.

2. Atthe command prompt, you can type the following:
phonehome argument
where argument is one of the following:

« add appliance type or request file. Run this command on the Control Node Database Server. Adds
an appliance fo the current PhoneHome configuration.

o appliance_type. Type one of the following:
o collector. Adds a Data Collector or Message Collector to the PhoneHome configuration.

o database. Adds a Control Node secondary Database Server or a secondary Database Server to
the PhoneHome configuration.

o request file. When the Data Collector or Message Collector sends a request to the Database
Server, the Database Server creates a request file in the directory
/home/phonehomerequest/requests. You can specify the full pathname of a requestfile to
accept a request and add a new Data Collector or Message Collector to the PhoneHome
configuration.

NOTE: The phonehome add request file command performs the same operations as selecting the[
Accept] button for a request in Sciencelogic Web Configuration Utility.

« check -json yes. Run this command on any appliance in the PhoneHome configuration. Executes
diagnostic steps to aid in froubleshooting.

The phonehome command first tries to connect to the Control Node.

If you issue this command from a Database Server, the command checks the status of the database
port, the SSH port, and port for the web configuration tool for each Data Collector and Message
Collector.

If you issue this command from a Data Collector or Message Collector, the command checks the

status of the database port, the SSH port, and port for the web configuration tool for each Database
Server.
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o -json yes. Displays outputin json format.
« clear clear type. Clears the PhoneHome configuration, as specified in the clear type argument.
o clear type. Specifies which configuration to remove. Can be one of the following:

o client. Run this command on the secondary Database Server, Data Collector, or Message
Collector. Removes the PhoneHome connection (SSH tunnel). The appliance can then no
longer connect to the Control Node Database Server.

o users. Run this command on the Control Node Database Server. Removes the PhoneHome
configuration for all appliances except the Control Node Database Server.

o all. Run this command on the Control Node Database Server. Removes the PhoneHome
configuration for the each Data Collector, Message Collector, secondary Database Server, and
the primary Database Server.

o close-control-port port_number. Run this command on Database Servers (Control Node and
secondary). Blocks future connection requests from Data Collectors and secondary Database Servers.

« connect. Run this command from the Data Collectors, Message Collectors, or secondary Database
Server. Starts communication between the Control Node Database Server and the Data Collector,
Message Collector, or secondary Database Server.

« delete appliance ID. Run this command on the Control Node Database Server. Deletes an appliance
from the current PhoneHome configuration.

o appliance ID. Enterthe numeric ID of the appliance. You can find this ID with the phonehome
status command.

« disable appliance ID. Run this command on the Control Node Database Server. Disables a
PhoneHome appliance.

o appliance ID. Enterthe numeric ID of the appliance. You can find this ID with the phonehome
status command.

« disconnect. Run this command from the Data Collector(s), Message Collector(s), or secondary
Database Server. Stops communication between the Control Node Database Server and the Data
Collector, Message Collector, or secondary Database Server.

« enable appliance ID. Run this command on the Control Node Database Server. Enables a

PhoneHome appliance.

o appliance ID. Enterthe numeric ID of the appliance. You can find this ID with the phonehome
status command.

o export -ffilename -pub_keys yes_or no. Run this command from the Control Node Database
Server. Exports configuration file to a JSON file, stored on the local computer.

o -f filename. Specifies that you want to export the configuration data to a file. The data is stored as a
JSON file. By default, the export data is sent to standard output.

o -pub_keys yes or no. Specifies whether to include public keys in the exported file.
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« help. Run this command from any appliance in the PhoneHome configuration. Displays information
about each parameter for the phonehome command.

« help extra. Run this command from any appliance in the PhoneHome configuration. Displays
information about the basic steps to configure a PhoneHome configuration.

o import -ffilename. Run this command from the Control Node Database Server. Imports the
PhoneHome configuration previously generated with the export command.

mysql appliance_id. Run this command on the Control Node Database Serverf. Tests the connection
to the MySQIL database. If the appliance D specifies a Data Collector or Message Collector, the
phonehome command will test the MySQL connection using the loopback address of the Data
Collector or Message Collector and port 7707. If the appliance ID specifies a Database Server, the
phonehome command will test the MySQL connection using the public IP address of the Database
Server and port 7706.

o appliance_ID. Enterthe numeric ID of the appliance. You can find this ID with the phonehome
status command.

« open-control-port port_number. Run this command on Database Servers (Control Node and
secondary). Adds an entry for the specified SSH port to the /etc/sysconfig/iptables file on the current
server.

« reconnect. Run this command from the Data Collector(s), Message Collector(s), or secondary
Database Server. Stops and then restarts communication between the Control Node Database Server
and the Data Collector(s),Message Collector(s), or secondary Database Server.

« register device token. Run this command from the Data Collector(s),Message Collector(s), or
secondary Database Server. Registers the appliance with the Control Node Database Server.

After you generate a token for a Data Collector or Message Collector (either with phonehome
token or phonehome add), go to the Data Collector or Message Collector and use the
phonehome register command to register the Data Collector or Message Collector with the
Control Node Database Server. The Data Collector or Message Collector will then upload its public
key to the Control Node Database Server and download its configuration for PhoneHome from the
Control Node Database Server. After executing this command, the Data Collector or Message
Collector will automatically connect to the Database Server.

In configurations that have multiple Database Servers: After you generate a token for a secondary
Database Server (either with phonehome token or phonehome add), go to the secondary
Database Server and use the phonehome register command to register the secondary Database
Server with the primary Database Server. The secondary Database Server will then upload its public
key to the primary Database Server and download its configuration for PhoneHome from the primary
Database Server.

o device token. Enterthe token you generated for the Data Collector, Message Collector, or
secondary Database Server.

« reload. Can be run on any appliance in the PhoneHome configuration. Stops the em7 sshd and
em7 ph_service processes, finds and applies any configuration changes, and restarts the service.
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o request [protocol]://[database IP] [no_verify]. Run this command from the Data Collector or
Message Collector to send a request to the Database Server.

o protocol. Enter the protocol to use to send the request to the Database Server. Choices are
phonehome or https.

o database IP. The IP address of the Database Server in the PhoneHome configuration.

o no_verify. Optional. [f you specified https in the protocol option, you can specify no_verify to
disable SSL verification.

NOTE: The phonehome request command performs the same operations as sending a request to the
Database Server from the Sciencelogic Web Configuration Utility. Specifying no_verify performs the
same operation as not selecting the Verify SSL Cert checkbox.

You can use the phonehome request command and the phonehome add request_file command to add a
Data Collector or Message Collector to a PhoneHome Configuration. Go to the Data Collector or Message
Collector and use the phonehome request command to send a request to join the PhoneHome configuration.
Go to the Database Server and use the phonehome add request_file command to accept the request from the
Data Collector or Message Collector. Go to the Data Collector or Message Collector again and execute the
phonehome request command a second time to retrieve the request approval and set up the connection.

« set appliance ID -parameter=value. Run on the Control Node Database Server. For a specific
device, assigns a value to a parameter:

o appliance ID. Enter the numeric ID of the appliance. You can find this ID with the phonehome
status command.

o parameter. Can be one of the following parameters, preceded by a dash:

o name. Specifies the name of the device in the Name field in the Web Configuration Utility.

o ssh. Specifies whether or not to enable port forwarding for the SSH port for this device. Possible
values are "yes" or "'no".

o ip. Specifies the IP address of the device in the IP Address field in the Web Configuration Utility.

o forwards. Enables port forwarding for one or more ports. Specify one or more port numbers,
separated by a space.

o value. Value to assign to the parameter, surrounded by double quotes.
For example:

phonehome set 11 -ssh yes —-name "Reston"

(o}

This example affects the device with an appliance ID of "11".

(o}

The example enables port forwarding for SSH.

(o}

The example enables port forwarding for the Web Configuration Utility.

(o}

The example sets the device’s device name to "Reston".
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« ssh appliance_id. Run on the Control Node Database Server. Tests the SSH connection to the
specified appliance. If the appliance ID specifies a Data Collector or Message Collector, the
phonehome command will test the SSH connection using the loopback address of the Data Collector
or Message Collector and port 10022. Ifthe appliance ID specifies a Database Server, the
phonehome command will test the SSH connection using the public IP address of the Database
Server and defined SSH port.

o appliance ID. Enterthe numeric ID of the appliance. You can find this ID with the phonehome
status command.

« status. Can be run on any appliance in the PhoneHome configuration. Displays the name and status
of each currently defined PhoneHome appliance.

« sync. Run this command from the Data Collectors, Message Collectors, or secondary Database
Server. Downloads the current configuration for PhoneHome from the Control Node Database Server
to the Data Collector, Message Collector, and secondary Database Server.

« token appliance ID. Run this command from the Control Node Database Server. This command
creates a URL that allows the Data Collector(s), Message Collector(s), or secondary Database Server
to log in to the Control Node Database Server, upload a public key to the Control Node Database
Server, and download the configuration for PhoneHome from the Control Node Database Server.

o appliance ID. Enter the numeric ID of the Data Collector, Message Collector, or secondary
Database Server. You can find this ID with the phonehome status command.

« view appliance_id -jsonyes. Run this command from the Control Node Database Server. Displays the
name, type, loopback IP, port status, revision number, and SSH status of the Data Collector, Message
Collector, or secondary Database Server specified in appliance _ID.

o appliance_ID. Enter the numeric ID of the appliance that you want. You can find this ID with the
phonehome status command.

o -jsonyes. Displays output in json format.

« wake appliance_id. Run this command from the primary Database Server. Depending on the
specified appliance ID, stops and then restarts communication between the Database Server and the
Data Collector, Message Collector, or secondary Database Server.

o appliance ID. Enter the numeric ID of the appliance that you want. You can find this ID with the
phonehome status command.

« watchdog option. Run this command from the Data Collector, Message Collector, or secondary
Database Server. The watchdog service runs automatically on each Data Collector, Message
Collector, or secondary Database Server and checks the connection to the Control Node Database
Server. Ifthe connection is stale, the watchdog service automatically forces the Control Node
Database Server fo reconnect to the Data Collector, Message Collector, or secondary Database
Server. The watchdog service can also detect configuration changes. If the PhoneHome configuration
changes, the watchdog service will detect the changes and synchronize the configuration data on
each device in the PhoneHome configuration.
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NOTE: The watchdog and autosync services are not available for versions of SL1 earlier than the 7.5.3
ISO.

You can use this command to control the watchdog service. The options are:

o start. Starts the PhoneHome watchdog service.

o stop. Stops the PhoneHome watchdog service.

o status. Gets the status of the PhoneHome watchdog service.

o view. Displays the current settings for the watchdog service.

o set-parameter value. Sets the value of a parameter for the watchdog service. Parameters are:

o interval seconds. Specify the interval, in seconds, at which to execute the watchdog service. The
default value is "50".

o autosync (yes, no). Specifies whether or not you want the watchdog service to cause configuration
data to be synchronized automatically at regular intervals.

o autoreconnect (yes, no). Specifies whether or not you want the watchdog service to reconnect stale
connections automatically.

o state (enabled, disabled). Specifies whether or not the watchdog service is running.

o timeoutcount number. Specifies the number of failed calls to the watchdog service before stopping
and restarting the watchdog. The default value is "3".

o check (ssh, db, default). Specifies which port the watchdog service checks. The default value is
Hdbll.

o run -verbose (yes, no). Manually starts the watchdog service if it is not already running.

o -verbose (yes, no). Specifies whether or not to display verbose logging to standard output.

Troubleshooting the PhoneHome Configuration

Best Practices

Make all changes to the PhoneHome configuration on the Control Node. After making these changes, run the
following command on each appliance in the PhoneHome configuration:

sudo phonehome sync
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Basic Troubleshooting

Problem

Possible Cause

Diagnostics

Can't register a server or sync a
server

Can't access the PhoneHome port on
the Control Node

Atthe command line of the
server that can't sync or
register:

nmap -p port number

IP address of
control node

For example:

nmap -p 7705
71.197.6.197

Can't register a server or sync a
server

Confirm that the PhoneHome port is
open on the firewall on the Control
Node

Atthe command line of the
control node:

iptables -nL

You should see output that
specifies that the port accepts
connections.

To open the port, run this
command:

sudo phonehome open-
control-port

Forgot fo copy the token for a
server

phonehome token
appliance ID

Confirm that Data Collector(s)
and/or Message Collector(s)
are successfully configured for
PhoneHome

Atthe command line of the
control node:

o netfstat —an | grep —i listen
|grep “127.0.0.” | grep
7707

Output displays each Data
Collector and Message
Collector that is listening for
PhoneHome
communications.
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Verifying the Control Node

For the PhoneHome configuration to perform successfully, each server in the configuration must use the same
Control Node. To determine which Database Server is the Control Node, perform the following:

1. Either goto the console of the SL1 appliance or use SSH to access a Database Server. Log in as "em7admin

2. Atthe shell prompt, type the following:
sudo phonehome status

3. Forthe Control Node, you should see something that looks like this:

o The Control Node displays "Device:0" in the output.

o The output for the control node does not include a URL.

4. Perform steps 1-3 on each additional Database Server in the PhoneHome Configuration. You should see
something like this:

o The URL for the secondary Database Server includes the IP address its control node.

5. Either goto the console of the SL1 appliance or use SSH to access a Data Collector or Message Collector.
Login as"em7admin".

6. Atthe shell prompt, type the following:

sudo phonehome status
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7. You should see something that looks like this:

o The output for the Data Collector or Message Collector includes the text "Client Configuration" in the
output.

o The URL for the Data Collector or Message Collector includes the IP address in its control node.
8. Perform steps 5-7 on each Data Collector and Message Collector in the PhoneHome Configuration.

To fix one or more secondary Database Servers that returns a different Control Node, you can perform the
following:

1. On the Database Server that the secondary Database Server incorrectly identifies as the Control Node, either
gofo the console of the SL1 appliance or use SSH to access the server. Log in as "em7admin". Type the
following:

phonehome clear client

2. Onthe Database Server that is the correct Control Node, perform steps 8-12 in Configuring the Control
Node Database Server. These are the steps that define the secondary Database Server, including saving
the token and saving the new configuration.

3. On the secondary Database Server that returns the incorrect control node, perform the steps in Configuring
the Secondary Database Server for High Availability and Disaster Recovery.

To fix one or more Data Collectors or Message Collectors that return a different Control Node, you can perform
the following:

1. Onthe Database Server that the Data Collectors or Message Collectors incorrectly identifies showing as the
Control Node (the incorrect Control Node), either go to the console of the SL1 appliance or use SSH to
access the server. Log in as "em7admin". Enter the following:

phonehome clear client

2. Onthe Database Server that is the correct Control Node, perform steps 8-12 in Configuring the Control
Node Database Server. These are the steps that define the Data Collectors or Message Collectors,
including saving the token and saving the new configuration.

3. On the Data Collectors or Message Collectors that returned a different Control Node, perform the steps in
Configuring the Data Collector and Message Collector for PhoneHome.
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Chapter

Deploying SL1 Appliances in the Amazon
Cloud

Overview

This chapter describes the process of setting up a SL1 appliance on an Amazon Web Services EC2 instance. An
instance is a virtual server that resides in the AWS cloud.

Use the following menu options to navigate the SL1 user interface:
o Toview a pop-out list of menu options, click the menu icon (E)
« Toview a page containing all of the menu options, click the Advanced menuicon ( ).

This chapter includes the following fopics:

PrerequIsites .. L 81
What isan AWS AMI2 L 81
What are the Sciencelogic AMIS? . L 82
Instance Specifications . ... L 82
Deploying an SLT System in AW L 82
Getting the ScienceLogic AMI 82
Launching the New INSNCe .. ... 85
Security Rules for Each Appliance Type ... . 93

All-In-One Appliance .. . L 93

Database Server ... . 96

Administration Portal ... ... 98
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Data Collector . . 100

Message ColleCtor .. ... 102
Additional Configuration STePs ... .. 104
Assigning an EIPto the New Instance ... .. 105
Accessing the Appliance Using SSH ... 108

Gathering Information Required for Accessing the Appliance Using SSH ... . 108

Configuring SSH 108

UNIX and LINUX USETS . oo 109

WiINdows USers . o 109
Web Configuration Tool ... ... o 109
Rebooting Data Collectors and Message Collectors ... .. . . . ... 109

NOTE: For more information about monitoring Amazon Web Services in SL1, see the Monitoring Amazon
Web Services manual.

Prerequisites

To perform the steps in this chapter, you will need:

o Basic knowledge of Amazon Web Services principles and ferminology
o An Amazon Web Services account

o Basic knowledge of:

o The AWS Management Console
o Amazon EC2
o Virtualization

o IP Networking
o Secure Shell client software:

o ssh command on Linux/Unix
o PuTTY (or similar) application on Windows

o PuTTYgen (required to convert AWS key to PuTTY format)

What is an AWS AMI?

An instance is a virtual server that resides in the AWS cloud. An Amazon Machine Image (AMI) is the collection of
files and information that AWS uses to create an instance. A single AMI can launch multiple instances.
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For details on AMIs, see http://docs.aws.amazon.com/AWSEC?2/latest/UserGuide/AMIs.html.

What are the Sciencelogic AMIs?

The Sciencelogic AMIs are defined by Sciencelogic. Sciencelogic has created an AMI for each type of
Sciencelogic appliance. You can use a Sciencelogic AMI to create Elastic Compute Cloud (EC2) instances for
each type of Sciencelogic appliance.

NOTE: Elastic Compute Cloud (EC2) instances are virtual servers that come in a variety of configurations and
can be easily changed as your computing needs change. For more information on EC2, see
http://docs.aws.amazon.com/AWSEC?2/latest/UserGuide/concepts.html.

The Sciencelogic AMIs are private and are for Sciencelogic customers only. After you collect specific information
about your AWS account, you can send a request (and the collected information) to Sciencelogic, and
Sciencelogic will share the Sciencelogic AMIs with you.

NOTE: As of 8.10.0 and later releases, Sciencelogic AMIs support Enhanced Network Adapters (ENAs).

Instance Specifications

For details about requirements and specifications for each Sciencelogic appliance, see the Customer Portal:
https://portal.sciencelogic.com/portal/system-requirements/aws

Deploying an SL1 System in AWS

To deploy a distributed SL1 System on AWS instances, create appliances in this order:

1. Database Server

2. Administration Portal (if applicable)
3. Data Collectors

4. Message Collectors (if applicable)

Getting the SciencelLogic AMI

To get access to the Sciencelogic AMI:

1. Open a browser session and go to:

https://portal.sciencelogic.com/portal/images
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9.

Find the platform version that you want to download. Click on its name.
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Creafe and Manage Resources vith Templates
CloudTrail

Track User Activity and AP1 Usage

= Config
NP Track Resource Inventory and Changes

B Ot

Automate Operations vith Chef

Service Catalog
Create and Use Standardized Products

Security & Identity
§ [dentty & Access Managemert

Manage User Access and Encryption Keys

iy Directory Service

o Host and Manage Active Directory

e Trusted Advisor
Optimize Performance and Security

Analytics

- ENR

WP managed Hadoop Framework

< Data Pipeline

S Orchestration for Data-Driven Workfiows
e Kinesis

=5 Reaktime Processing of Streaming Big Data

@ Iachine Learning
5% Buld Smart Applications Quickly and Easiy

Mobile Services

%) Con
J User Identity and App Data Synchrenization
@ Device Farm

WP Test Android, Fire OS, and i0S apps on real devices in the Cloud

= Mobile Analytics
IF Collect, View and Export App Analytics

W SNS
Push Notfication Service

Application Services

s AP Gatoway
¥ Buid, Deploy and Manage APIs

&= AppStream
2 Low Latency Applcation Streaming

CloudSearch
Managed Search Service:

wn Elastic Transcoder
N Easy-lo-use Scalable Media Transcoding

SES
"\' Email Sending Service

@. sQs
Message Queue Service

s
1 U ——

Enterprise Applications
WorkSpaces
Desktops  the Cioud
WorkDocs

Secure Enterprie Storage and Sharig Servica
WorkMail ?7==

Secure Emal and Calendaring Service

At the bottom of the Sciencelogic Platform Version page, find a list of AMIs. Click on the SL1 appliance
type for which you want an AMI.

In the Request Amazon AMI page, enter your AWS Account ID. For details on finding your account ID, see
https://docs.aws.amazon.com/general/latest/gr/acct-identifiers. html.

Click the [Submit AMI Request] button. Repeat steps 1-5 for each type of SL1 appliance you want to install
on AWS.

Sciencelogic Customer Support will send you an email confirming that they have shared the Sciencelogic

AMI with your AWS account.

To view the Sciencelogic AMIs in your AWS account, go to the AWS Management Console page. Under
the heading Compute, click [EC2].

Sciencel ogic Training v N. Virginia v Support v

Resource Groups

A resource group is a collection of resources that
share one or more tags. Create a group for each
project, application, or environment in your
account

TN | Tag Editor

Additional Resources

Getting Started
Read our documentation or view our training to
leam more about AWS

AWS Console Mobile App
View your resources on the go with our AWS
Console mobile app, available from Amazon
Appstore, Google Play, or iTunes

AWS Marketplace
Find and buy seftware, launch with 1-Click and
pay by the hour

AWS Lambda

Run your code without managing servers. Try
AWS Lambda for free today

Service Health

& Al services operating normally

Updated: Sep 01 2015 12:04:00 GMT-0400

Senvice Health Dashboard

In the EC2 Dashboard page, go to the left navigation bar

. Under the heading Images, click [AMIs].

In the main pane, under Filters, click [Owned by me] and then select Private images.
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10. You should see AMIs with names that begin with "EM7" and end with the current release number for SL1.
You should see an AMI for each type of SL1 appliance.

ﬁ Services v

Resource Groups ~

*

[\ ADFS-silo-ami-Admins/snithila... ~

N. Virginia ~  Support ~

EG2 Dashboard
Events

Tags

Reports

Limits

Instances

Spot Requests
Reserved Instances
Scheduled Instances
Dedicated Hosts

AMIs
Bundle Tasks

=) ELAS LOCK STORE
Volumes
Snapshots

Security Groups
Elastic IPs
Placement Groups
Key Pairs

Network Interfaces

Actions ¥

Owned by me

Name

ScienceLogic -
ScienceLogic -
ScienceLogic -
ScienceLogic -

ScienceLogic -

A
L

Admin Portal
Collector
Message Collector
Database

All-in-one

Select an AMI above

@ Feedback (@ English

= AMI Name

import-ami-fh9zp00m
import-ami-fgB4uyb2
import-ami-fgeixaxt

import-ami-fgnadu07

import-ami-fghn7n67

AMI ID

ami-be7e78a9
ami-a26066b5
ami-7850566f
ami-89b9bede

ami-c1b4b3d6

Source

038091309322/impo.
038091309322/impo.
038091309322/impo.
038091309322/impo.
1038091309322/impo....

Owner

038091309322
038091309322
038091309322
038091309322
038091309322

Visibility
Private
Private
Private
Private

Private

o #% 0
110 33 of 33
Status Crea
available De
available De
available De
available De
available De
_N—f=]
i Privacy Policy  Terms of Use

11. Ifyou do not see AMIs with names that begin with "EM7", your EC2 Dashboard might have a default region
that does not match the region for the Sciencelogic AMIs. To change the current region in the EC2
dashboard, click the region pull-down in the upper right and choose another region. Do this until you find the
Sciencelogic AMIs.

NOTE: A region is a geographic location. AWS has data centers that include multiple regions. You can specify
that an instance reside in a specific region. For more details on regions, see
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/using-regions-availability-zones.html.

Getting the Sciencelogic AMI
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Services - Scencelogic Training ~ N Virginia ~  Support +

EC2 Dashboard Actions v US East (N, Virginia)
Events \

US West (Oregon)
Tags Private images v O

US West (N._ Califomia)
Reports
Limis Name < AMI Name ~ AMIID ~ | Source ~ | Owner ~ | Visibility EU (Ireland)

- EU (Frankfurt)
Inetances No AMIs found matching your filter crteria Asia Pacific (Singapore)
Spot Requests Asia Pacific (Tokyo)
Reserved Instances Asia Pacific (Sydney)

=) IMAGE South America (Sko Paulo)
AMIs

Bundle Tasks
Volumes
Snapshots

Security Groups

Elastic IPs

Placement Groups

Key Pairs Select an AMI above
Network Interfaces

Load Balancers

Launch Configurations
Auto Scaling Groups

@ Feedback (@ English Privacy Policy

_}_J=]

Terms of Use

Launching the New Instance

To complete the steps listed in this chapter, you must have received the SciencelLogic AMIs.

This chapter assumes that you will launch each new EC2 instance into a VPC subnet with a primary IP address that

is static and private.

NOTE: For more information on VPCs and VPC subnets, see
http://docs.aws.amazon.com/AmazonVPC/latest/UserGuide/VPC Introduction.html.

For details about the recommended instance type for each Sciencelogic appliance, see the Customer Portal:

https://portal.sciencelogic.com/portal/system-requirements/aws

You can use multiple AWS instances to create a distributed SL1 System. For each instance, you must specify the

correct instance type, storage size, and security rules. All these parameters are described in this chapter.
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To launch the new EC2 instance from the Sciencelogic AMI:

1. Gotothe EC2 Dashboard:

N.Virginia v Support ~

EC2 Dashboard "
P Actions v/ A Q0 0

Events
Tags Ownedbyme v | () | AMIName: SLIAMI ~  Add filter (] 1to70f7
Reports T
Name ~ AMI Name ~ AMIID ~ Source ~  Owner ~  Visibility ~ Status 2
Limits

SciencelLogic 8.9.0 DB em7_x86_64_8.9.0-SL1AMI-DB ami-07f6042609221eee 038091309322/.... 038091309322 Private available
=) INSTANGES

Instances SciencelLogic 8.9.0 AIO em7_x86_64_8.9.0-SL1AMI-AIO ami-04b06c1d36f1ecd71 038091309322.... 038091309322 Private available

Sciencelogic 8.9.0 AP em7_x86_64_8.9.0-SL1AMI-AP ami-OcOaded7bd55dded? 038091309322/.... 038091309322 Private available
Launch Templates

ScienceLogic 8.9.0 MC em7_x86_64_8.9.0-SL1AMI-MC ami-02eb950121009de12  038091309322/.. 038091309322  Private available
Spot Requests

Sciencelogic 8.9.0 CU em7_x86_64_8.9.0-SL1AMI-CU ami-05428111462c4c008 038091309322/.... 038091309322 Private available
Reserved Instances

SciencelLogic 8.9.0 SN em?7_x86_64_8.9.0-SL1AMI-SN ami-021b4ceed5a34824d 038091309322/.... 038091309322 Private available
Dedicated Hosts

ScienceLogic 8.9.0 CN em7_x86_64_8.9.0-SL1AMI-CN ami-021b54f2c058582¢1 038091309322/... 038091309322 Private available
Scheduled Instances

=) IMAGE!
AMIs
Bundle Tasks

=) ELASTIC BLOCK STORE
Volumes
Snapshots Select an AMI above mEn
Lifecycle Manager

=) NETWORK & SEGURITY
Security Groups
Elastic IPs
Placement Groups
Key Pairs
Network Interfaces

=] LOAD BALANGING

Load Balancers

Target Groups

@ Feedback (@ English (US) Privacy Policy  Terms of Use
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2. Selectthe Sciencelogic AMI that matches the Sciencelogic appliance you want to create. Click the
[Launch] button.

NOTE: In the 7.8 version of SL1, Sciencelogic published a single AMI instance that created all types of
Sciencelogic appliances. In version 8.2 and later of SL1, Sciencelogic published multiple AMI
instances, one for each type of Sciencelogic appliance.

N@  AWS v Services v Sdencel ogic Training v N. Virginia v Support
1.Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5.Tag Instance 6. Configure Security Group 7. Review
Step 2: Choose an Instance Type
Amazon EC2 provides a wide selection of instance types optimized to fit different use cases. Instances are viriual servers that can run applications. They have varying combinations of CPU. memory, storage, and networking capacity, and give
you the flexibility to choose the appropriate mix of resources for your applications. Learn more about instance types and how they can meet your computing needs
Filterby: | All instance types v Current generation v Show/Hide Columns
Currently selected: m3.2xlarge (26 ECUs, 8 vCPUs, 2.5 GHz, Intel Xeon E5-2670v2, 30 GiB memory, 2 x 80 GiB Storage Capacity)
Family Type vCPUs (i Memory (GiB) Instance Storage (GB) (i EBS-Optimized Available (i Network Performance (i
General purpose 1 1 E8S only - Low to Moderate
General purpose 12.small 1 2 EBS only - Low to Moderate
General purpose t2.medium 2 4 EBS only - Low to Moderate
General purpose 12.large 2 8 EBS only - Low to Moderate
General purpose m4.large 2 8 EBS only Yes Moderate
General purpose md.xlarge 4 16 EBS only Yes High
General purpose m4 2xiarge 8 32 EBS only Yes High
General purpose m4 axiarge 16 64 EBS only Yes High
General purpose m4.10xlarge 40 160 EBS only ves 10 Gigabit
General purpose m3.medium 1 375 1x4 (SSD) - Moderate
General purpose m3.large 2 75 1x 32 (SSD) - Moderate
General purpose m3.xlarge 4 15 240 (SSD) Yes High
a General purpose m3.2xlarge 8 30 2x 80 (SSD) Yes High
Compute optimized cd.large 2 375 EBS only Yes Moderate
Compute optimized c4 xiarge 4 75 EBS only Yes High
Compute optimized cd.2xlarge 3 15 EBS only Yes High
Cancel Previous Next: Configure Instance Details

@ Feedback (@ English 2 2015, Amazon Web Services or its affiliates. All rights reserve Privacy Policy  Terms of Use

3. Inthe Choose Instance Type page, choose the instance type recommended for the AMI. Choose the size
and type that fulfills your needs. For information on virtual machine requirements for SL1, see the chapter on
Virtual Machine Specifications.

NOTE: For details about the recommended instance type for each Sciencelogic appliance, see the Customer
Portal: https://portal.sciencelogic.com/portal/system-requirements/aws

NOTE: Sciencelogic recommends that you not use the Instance Types m3.large, c3.xlarge, or c4.xlarge.
These instance types are limited to 3.8 GiB of RAM, instead of the standard 7.5 GiB of RAM provided
on other instance types.
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4. Click the [Next: Configure Instance Details] button.

W AWS v Services v~  Edit v ScienceLogic Training ~ . Virginia v Support +

1.Choose AMI 2. Chooseinstance Type  3.Configure Instance 4. Add Storage  5.Taglnstance 6. Configure Security Group 7. Review

Step 3: Configure Instance Details

Configure the instance to Suit your requirements. You can launch muttiple instances from the same AMI, request Spot Instances to take advantage of the lower pricing, assign an access management role to the instance, and more

Number of instances  (j 1

Purchasing option  (j Request Spot Instances
Network (i vpc-9b3009fe (172.31.0.0/16) (default) v| C Create newVPC
subnet (j subnet-44058¢1d(172.31.16.0/20) | Default in us-e: v Create new subnet

4067 IP Addresses available

Auto-assign PublicIP (] Use subnet setting (Enable) -
IAMrole (1 None v| C Create new 1AM role
Shutdown behavier (i Stop -

Enable termination protection

Protect against accidental termination

Monitoring

Enable CloudWatch detailed monitoring
Additional charges apply

EBS-optimized instance

Launch as EBS-optimized instance
Additional charges apply

Tenancy Shared tenancy (multi-tenant hardware) .

Additional charges will apply for dedicated tenancy

Cancel  Previous WGCIEVELLIETLEN Next: Add Storage

@ Feedback (@ English 2 2015, Amazon Web Services ts affiliates. All rights reserve Privacy Policy ~ Terms of Use

5. Inthe Configure Instance Details page, define the following:
o Number of Instances. Enter"1".
» Request Spot Instances. Do not select.

o Network. For VPC-enabled accounts, specify the network where the instance will reside. If you are
unsure of the network, accept the default.

o Subnet. For VPC-enabled accounts, specify the subnet where the instance will reside. If you are
unsure of the subnet, accept the default.

o Auto-assign Public IP. If you select Enable, AWS will assign an IP address from the public pool to this
instance. If you select Disable, you must assign an Elastic IP Address (EIP) to the instance.

NOTE: If you select Enable in the Auto-assign Public IP field, the IP address will change each time the
instance is stopped or terminated. For All-In-One Appliances and for Administration Portals, you

might want to use an Elastic IP address (EIP), which is a persistent IP address. See the section on
Elastic IP Addresses (EIP) for details.

NOTE: For more information on Elastic IP Addresses, see
http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/elastic-ip-addresses-eip.html.

« IAM role. If your organization uses IAM roles, select the appropriate role.
o Shutdown behavior. Select Stop.

« Enable termination protection. Selecting this checkbox is not required. Configure this checkbox
according fo your organization's procedures.
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o Monitoring. Do not select this checkbox.
« EBS-optimized instance. Do not select this checkbox.

o Tenancy. Select Shared tenancy (multi-tenant hardware).

6. Click the [Next: Add Storage] button.

[} ADFS-silo-ami-Users/eomole@s..v  N.Virginia~  Support -

ChooseAMI 2. Choose Instance Type 3. Configure Instance 4, Add Storage ~ 5.AddTags 6. Configure Secury Group Review

it e device settings.
edit the setting: volume. You can also attach additional EBS ve
storage options

can attach additional EBS volumes and instance store volumes to
les after launching an instance, but not instance store volumes. Lez

Volume Type (i Device (i)  Snapshot (i Size (GiB) (i)  Volume Type (i 10PS (i [TJ;"I‘;;’"“’“' Delete on Termination (i) Encrypted (i
snap-
Root /dev/sdal 25 General Purpose SSD (GP2) %/ 100/3000 N/A

Not Encrypted
09bc1f9ect2(6a368

Add New Volume

Free tier eligible customers can get up to 30 GB of EBS General Purpose (SSD) or Magnetic storage. Learn more about free usage tier eligibilty and
usage resrictions.

7. Inthe Add Storage page, select the checkbox in the Delete on Termination column.

8. Inthe Add Storage page, increase the size of the /dev/sdal partition as follows:

SL1 Appliance Type >Device Size in GB
Administration Portal Instance Store /dev/sdal 85
Message Collector Instance Store /dev/sdal 85
without Sciencel ogic

Agent

Message Collector Instance Store /dev/sda 85

with Sciencelogic Agent

Database Server EBS /dev/sdal 105
All-In-One Appliance EBSNVMe SSD /dev/sdal 105

Data Collector Instance Store /dev/sda 85

NOTE: The /dev/sdal partition will contain the database.
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9. Click the [Next: Tag Instance] button.

ﬁ AWS ~ Services ~ Sciencelogic Training v N. Virginia ~  Support v

1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5.Tag Instance 6. Configure Security Group 7. Review

Step 5: Tag Instance

Atag consists of a case-sensitive key-value pair. For example, you could define a tag with key = Name and value = Webserver. Learn more about tagging your Amazon EC2 resources

Key (127 characters maximum) Value (255 characters maximum)
Name ScienceLogic AIO [x]
Create Tag (Up fo 10 tags maximum})

Cancel | Previous @GCUCUELLNENLLM | Next: Configure Security Group

@ Feedback (@ English Privacy Policy ~ Terms of Use

10. Inthe Tag Instance page, assign a descriptive tag to this instance. For example, you could enfer "Name" in
the Key field and "Sciencelogic AIO" in the Value field. This is optional.

NOTE: For more information on tags, see http://docs.aws.amazon.com/AWSEC2/latest/UserGuide/Using
Tags.html.
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11.

12.

13.

14.

15.
16.

91

Click the [Next: Configure Security Group] button.

i‘i AWS ~ Services v Sciencelogic Training +  N. Virginia v Support v
1. Choose AMI 2. Choose Instance Type 3. Configure Instance 4. Add Storage 5. Tag Instance 6. Configure Security Group 7. Review
Step 6: Configure Security Group
A security group is a set of firewall rules that control the traffic for your instance. On this page, you can add rules to allow specific traffic to reach your instance. For example, if you want to set up a
web server and allow Internet traffic to reach your instance, add rules that allow unrestricted access to the HTTP and HTTPS ports. You can create a new security group or select from an existing
one below. Learn more about Amazon EC2 security groups.
Assign a security group: @ Create a new Security group
Select an existing security group
Security group name: launch-wizard-2
Description: launch-wizard-2 created 2015-08-28T13:03:19.559-04:00
Type (i Protocol (i Port Range (i Source (i
SSH A ITCP 22 My IP ¥ | |104.192.252.4/32 (<]
All UDP A uDP 0 - 65535 My IP ¥ | |104.192.252.4/32 (<]
AllICMP A ICMP 0 - 65535 My IP ¥ | |104.192.252.4/32 (<]
Add Rule
Cancel | Previous EGENEUELLEETLL]
@ Feedback @ English Privacy Policy ~ Terms of Use

A security group is a reusable set of firewall rules. In the Configure Security Group page, do the following:

« Assign a security group. Select Create a new security group.
« Security group name. Enfer a name or accept the default name.
o Description. Accept the default value in this field.

Use the following tables to create security rules for each type of SL1 appliance. After completing each row,
click the [Add Rule] button.

Click the [Review and Launch] button and review the details of the new instance. Fix any problems to meet
the requirements of your organization.

Click the [Launch] button.
Amazon EC2 instances use public-key cryptography for authentication. Select create a new key pair now.
You can enter a name for the private key. AWS will store the public key on its servers and automatically

download the file that contains the private key to your browser. The private key is stored in a file that ends in
.pem. You will need this file again when you configure SSH access to your AWS instances.
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Select an existing key pair or create a new key pair P4

A key pair consists of a public key that AWS stores, and a private key file that you store. Together,
they allow you to connect to your instance securely. For Windows AMIs, the private key file is required
to obtain the password used to log into your instance. For Linux AMIs, the private key file allows you to
securely SSH into your instance.

Note: The selected key pair will be added to the set of keys authorized for this instance. Learn more
about remaving existing key pairs from a public AMI .

Create a new key pair
Key pair name
|sn1

ar

Download Key Pair

You have to download the private key file (*.pem file) before you can continue. Store
it in a secure and accessible location. You will not be able to download the file
again after it's created.

Cancel C itan ’I |

17. Amazon EC2 instances use public-key cryptography for authentication.

« Selectcreate a new key pair now.
o Key pair name. Enter a name for the private key.

« Download Key Pair. AWS will store the public key on its servers and automatically download the file
that contains the private key to your browser. The private key is stored in a file that ends in .pem. You
will need this file again when you configure SSH access to your AWS instances.

NOTE: Do not select an existing key unless you have previously downloaded and saved the key. You cannot
refrieve an existing key a second time.

18. Click the [Launch Instances] button.
19. The Launch Status page displays the status of the new instance.
20. While the Launch runs in the background, go to the Instancespage and provide a value in the Name field.

21. When the instance launch has completed, click the [View Instances] button to see your new instance.
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EGC2 Dashboard
Events
Tags
Reports
Limits
o INSTANGES
Instances
Launch Templates
Spot Requests
Reserved Instances
Dedicated Hosts
Scheduled Instances
=) IMAGES
AMIs
Bundle Tasks
=) ELASTIC BLOCK STO
Volumes
Snapshots
Lifecycle Manager
=) NETWORK & SEGURITY
Security Groups.
Elastic IPs
Placement Groups
Key Pairs
Network Interfaces
=) LOAD BALANCING

Load Balancers

Target Groups

Q, search : i-0c90f6764505a365¢

@ Name

“% |ssosn
9/2565

Instance: | i-0c9067e4505a365¢
Description = Status Checks
Instance ID
Instance state
Instance type
Elastic IPs
Availability zone

Security groups

Actions v

A O & e
Add fiter Q 1to10f1
~ Instance ID Instance Type - | Availability Zone - | Instance State - Status Checks Alarm Status Public DNS (IPv4) 1Pv4
Te4505a365¢  i3.2xlarge us-east-1b ) pending Z  Initializing None %% ©c2-18214-2380.com.. 182
Public DNS: ec2-18-214-23-80.compute-1.amazonaws.com |_J Q=]

Moritoring | Tags

i-0c90167e4505a365¢
pending
i3.2xlarge

us-east-1b

Test. view inbound rules. view outbound rules

Scheduled events -

AMIID

em7_x86_64_8.9.0-SL1AMI-SN (ami-
021bdcee45a34824d)

Platform -
IAMrole -

Key pair name

aws_sn_laptop

£\ ADFS-silo-ami-Admins/snithila... v

N.Virginia v Support v

Public DNS (Pvd)  ec2-18-214-23-80.compute-1.amazonaws.com

IPv4 Public IP 18.214.23.80
IPvBIPs -
Private DNS.  ip-172-31-79-224.ec2.internal
Private IPs~ 172.31.79.224

Secondary private IPs.
VPC ID
Subnet ID

vpe-16b87793
subnet-9e80e9fb

Network interfaces  eth0
Source/dest. check  True
T2/T3 Unlimited

22. When the instance launch has completed, click the [View Instances] button to see your new instance.

23. Forall nodes, continue to the steps listed in Additional Configuration Steps.

Security Rules for Each Appliance Type

All-In-One Appliance

Protocol

Port

Source

Range

Description

rule)

SSH (edit the default SSH

TCP

22

enter those IP addresses,

If you will always log in from a
single IP address, select My IP.

If you will log in fo the instance
from multiple IP addresses,

SSH. For SSH sessions from the
user workstation to the
appliance. This is necessary fo
start the installation wizard.

separated by commas, in this

field.

Configure this list according 1o
your requirements, your AWS
configuration, and your security
rules.
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Protocol

Port

Description

HTTP

TCP

Range
80

If you will always log in from a
single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
enter those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

HTTP from browser session on
user workstation.

HTTPS

TCP

443

If you will always log in from a
single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
enter those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

HTTPS from browser session on
user workstation.

Custom TCP Rule

TCP

7700

If you will always log in from a
single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
enter those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Sciencelogic Web
Configurator. Configuration
Utility from browser session on
user workstation. This is
necessary fo license the
appliance.

Security Rules for Each Appliance Type
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Type

Custom UDP Rule

Protocol

UDP

Port
Range

162

Source

Specify a list of IP addresses for
all managed devices from
which you want fo receive
SNMP traps.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Description

SNMP Traps. Necessary to
receive SNMP traps from
managed devices.

Custom UDP Rule

UDP

514

Specify a list of IP addresses for
all managed devices from
which you want fo receive
Syslog messages.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Syslog messages. Necessary to
receive syslog messages from
managed devices.

SMTP

TCP

25

Specify a list of IP addresses for
all managed devices from
which you want fo receive email
messages.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Necessary fo receive inbound
email for tickets, events, and
email round-trip monitoring.

Custom TCP Rule

TCP

123

Enter the IP address of the NTP
server.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

NTP. Communication between
the All-In-One Appliance and
configured NTP server.
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Database Server

Type Protocol Port Source

Range
SSH (edit the default SSH | TCP 22 If you will always log in from a
rule) single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
enter those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Description

SSH. For ssh sessions from user
workstation to the appliance.
This is necessary fo start the
installation wizard.

SMTP TCP 25 Specify a list of IP addresses for
all managed devices from
which you want fo receive email
messages.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Necessary fo receive inbound
email for tickets, events, and
email round-frip monitoring.

HTTP TCP 80 If you will always log in from @

single IP address, select My IP.
NOTE: Required only if

you are using the If you will log in to the instance

Administration Portal on from multiple IP addresses,

the Database enter those IP addresses,
separated by commas, in this
field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

HTTP from browser session on
user workstation.
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Type

Custom TCP Rule

Protocol

TCP

Port
Range

123

Source

Enter the IP address of the NTP

server.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Description

NTP. Communication between
the All-In-One Appliance and
configured NTP server.

Custom UDP Rule

ubP

161

Specify an IP address for each
Data Collector that you will
allow to can collect SNMP
information about the Database
Server.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

SNMP Agent. Allows SNMP
information about the Database
Serverto be collected by SL1.

HTTPS

NOTE: Required only if
you are using the
Administration Portal on
the Database

TCP

443

If you will always log in from a
single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
enter those IP addresses,

separated by commas, in this
field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

HTTPS from browser session on
user workstation.

Custom TCP Rule

TCP

7700

If you will always log in from a
single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
enter those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Sciencelogic Web
Configurator. Configuration
Utility from browser session on
user workstation. This is
necessary fo license the
appliance.
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Type

Custom TCP Rule

Protocol

TCP

Port
Range

7706

Source

Specify an IP address for each
Data Collector that you will
allow to collect SNMP
information about the Database
Server.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Description

MySQL. Communication from
Administration Portal

Custom TCP Rule

TCP

8008

If you will always log in from a
single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
enter those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Administrative Web Interface
(PHPMyAdmin) from browser
session on user workstation

Administration Portal

Type

SSH (edit the default SSH

rule)

Protocol

TCP

Port
Range

22

Source

If you will always log in from a
single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
enter those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Description

SSH. For ssh sessions from user
workstation to the appliance.
This is necessary to start the
installation wizard.
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Type

HTTP

Protocol

TCP

Port
Range

80

Source

If you will always log in from a
single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
enter those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Description

HTTP from browser session on
user workstation.

HTTPS

TCP

443

If you will always log in from a
single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
entfer those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

HTTPS from browser session on
user workstation.

Custom TCP Rule

TCP

123

Enter the IP address of the NTP
server.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

NTP. Communication between
the Administration Portal and
configured NTP server.
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Type Protocol Port Source Description
Range
Custom TCP Rule TCP 7700 | Ifyou will always log in from a Sciencelogic Web
single IP address, select My IP. | Configurator. Configuration
Utility from browser session on
If you will log in to the instance | user workstation. This is
from mulhple IP oddresses, necessary to license the
enter those IP addresses, appliance.
separated by commas, in this
field.
Configure this list according to
your requirements, your AWS
configuration, and your security
rules.
Custom UDP Rule UDP 161 Specify an IP address for each SNMP Agent. Allows SNMP
Data Collector that you will information about the
allow to can collect SNMP Administration Portalto be
information about the collected by SL1.
Administration Portal.
Configure this list according to
your requirements, your AWS
configuration, and your security
rules.
Data Collector
Type Protocol Port Source Description
Range
SSH (edit the default SSH | TCP 22 If you will always log in from a SSH. For ssh sessions from user

rule)

single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
enter those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

workstation to the appliance.
This is necessary to start the
installation wizard.
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Type

Custom TCP Rule

Protocol

TCP

Port
Range

123

Source

Enter the IP address of the NTP

server.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Description

NTP. Communication between
the Data Collector and
configured NTP server.

Custom UDP Rule

ubP

161

Specify an IP address for each
Data Collector that you will
allow to collect SNMP
information about this Data
Collector.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

SNMP Agent. Allows SNMP
information about the Data
Collectorto be collected by SL1.

Custom UDP Rule

UDP

Specify a list of IP addresses for
all managed devices from

which you want fo receive
SNMP traps.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

SNMP Traps. Necessary to
receive SNMP traps from
managed devices.

Custom UDP Rule

UDP

Specify a list of IP addresses for
all managed devices from
which you want fo receive
Syslog messages.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Syslog messages. Necessary fo
receive syslog messages from
managed devices.
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Protocol Port

Range

Description

Custom TCP Rule TCP 7700 | Ifyou will always log in from a
single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
enter those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Sciencelogic Web
Configurator. Configuration
Utility from browser session on
user workstation. This is
necessary fo license the
appliance.

Custom TCP Rule TCP 7707 | Specify the IP address of the
Database Server that you want
to retrieve data from the Data
Collector.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Data Pull. Allows the Database
Server to retrieve data from the
Data Collector

Message Collector

Protocol Port Source

Range

Description

SSH (edit the default SSH | TCP 22 If you will always log in from a
rule) single IP address, select My IP.

If you will log in to the instance
from multiple IP addresses,
entfer those IP addresses,
separated by commas, in this

field.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

SSH. For ssh sessions from user
workstation to the appliance.
This is necessary fo start the
installation wizard.
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Type

Custom TCP Rule

Protocol

TCP

Port
Range

123

Source

Enter the IP address of the NTP

server.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Description

NTP. Communication between
the Message Collector and
configured NTP server.

Custom UDP Rule

ubP

161

Specify an IP address for each
Data Collector that you will
allow to collect SNMP
information about this Message
Collector.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

SNMP Agent. Allows SNMP
information about the Message
Collectorto be collected by SL1.

Custom UDP Rule

UDP

Specify a list of IP addresses for
all managed devices from

which you want fo receive
SNMP traps.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

SNMP Traps. Necessary to
receive SNMP traps from
managed devices.

Custom UDP Rule

UDP

Specify a list of IP addresses for
all managed devices from
which you want fo receive
Syslog messages.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Syslog messages. Necessary fo
receive syslog messages from
managed devices.
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Type Protocol Port Source Description
Range
Custom TCP Rule TCP 7700 | Ifyou will always log in from a Sciencelogic Web
single IP address, select My IP. | Configurator. Configuration
Utility from browser session on
If you will log in to the instance | user workstation. This is
from mulhple IP oddresses, necessary to license the
enter those IP addresses, appliance.
separated by commas, in this
field.
Configure this list according to
your requirements, your AWS
configuration, and your security
rules.
Custom TCP Rule TCP 7707 | Specify the IP address of the Data Pull. Allows the Database

Database Server that you want
to retrieve data from the
Message Collector.

Configure this list according to
your requirements, your AWS
configuration, and your security
rules.

Server to retrieve data from the
Message Collector.

Additional Configuration Steps

After the instance is successfully launched, perform these additional steps to complete configuration:

« Forinstances of the Database Server or All-In-One Appliance:

o Assigning an EIP to the instance (optional step)

o Accessing the Appliance Using SSH

o Licensing the instance in the Web Configuration Tool

o Forinstances of the Administration Portal:

o Assigning an EIP fo the instance (optional step)

o Accessing the Appliance Using SSH

o Configuring the instance in the Web Configuration Tool

« Forinstances of the Data Collector and Message Collector:

Additional Configuration Steps
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(o}

Assigning an EIP to the instance (optional step)

(o}

Accessing the Appliance Using SSH

o

Configuring the instance in the Web Configuration Tool

o

Rebooting Data Collectors and Message Collectors

Assigning an EIP to the New Instance

This chapter assumes you have already received the Sciencelogic AMI and created an EC2 instance based on
the Sciencelogic AMI.

AWS can assign a public-facing IP address to your new instance. However, the IP address will change each time
the instance is stopped or terminated. If you will be accessing an an All-In-One Appliance or an Administration
Portal appliance from the internet, Sciencelogic recommends you use an Elastic IP address (EIP).

An EIP is a permanent static address that belongs to an account (not an instance) and can be reused. An EIP
address is required only if you want the public IP address to remain constant. When you assign an EIP to an
instance, the instance still retains its private IP address in its VPC.

If you use an AWS VPN to access the All-In-One Appliance or Administration Portal appliance, that is you can
access the All-In-One Appliance or Administration Portal appliance only through your corporate network, you do
not have to assign an EIP to the All-In-One Appliance or Administration Portal appliance .

NOTE: For more information on Elastic IP, see
http://docs.aws.amazon.com/AWSEC?2/latest/UserGuide/elastic-ip-addresses-eip.html

NOTE: AWS accounts are limited five Elastic IP addresses.
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To assign an EIP to your new instance:

1. Gotothe EC2 Dashboard:

rginia v Support ¥

EC2 Dashboard Resources ¢ Account Attributes S
Events 4
Tags You are using the following Amazon EC2 resources in the US East (N. Virginia) region: Supported Platforms
Reports 14 Running Instances 14 Elastic IPs VRC
Limits 40 Volumes 62 Snapshots Default VPC
- 2 Key Pairs 0 Load Balancers vpc-9b50097e
BIINS 0 Placement Groups 4 Security Groups » .
Instances Additional Information
Spot Requests [ @ Automate application deployments to EC2 with CodeDeploy. Hide
Getting Started Guide

Reserved Instances
Dacumentation

Create Instance All EC2 Resources

Tao start using Amazon EC2 you will want to launch a virtual server, known as an Amazon EC2 instance. Forums

Pricing

Volumes »
Note: Your instances will launch in the US East (N. Virginia) region
Snapshots AWS Marketplace
Service Health ¢ Scheduled Events C' Find free software trial products in the AWS
N Marketplace from the EC2 Launch Wizard.
Service Status: US East (N. Virginia): O iry these popular AMIs
No event
@ USEast(N.virginia) o events Brocade 5400 Virtual Router/Firewall’ VPN
Placoment Groups This service is operating normally

Provided by Brocade
Availability Zone Status: Rating *

Pay by the hour for software and AWS usage
View all Networking

Key Pairs

Network Interfaces
& us-east-1a:
Availabilty zone is operating normally

Load Balancers g us-east-ic Alert Logic Threat Manager for AWS

5 AU e Availability zone is operating normally Provided by Alert Lagic, Inc
east- Rating .
) us-east-1d.
Launch Configurations Availability zone is operating normally Pay by the hour for software and AWS usage
Auto Scaling Groups View all Security Software
Us-east-1e
Availability zone is operating normaly TIBCO Spotfire Analytics Platform (Hourly)

@ Feedback (@ English Privacy Policy ~ Terms of Use

o Inthe left navigation pane, under the Network & Security heading, click [Elastic IPs].

2. Inthe Allocate New Address page:

AWS v Services v

iencel ogic Training v

EC2 Dashboard Allocate New Address [IFXTEIERG
) o & 0

Events

Tags Q [>] None found
Reports

Limits You do not have any elastic IPs in this region

pport v

Click on the "Allocate New Address” button to allocate your first elastic IP.

= INSTANC

Instances

Spot Requests
Reserved Instances

Volumes
Snapshots

Security Groups
Elastic IPs
Placement Groups

Key Pairs Select an address above -

Network Interfaces

LG ICING
Load Balancers

S ING
Launch Configurations
Auto Scaling Groups

@ Feedback @ En

sh Privacy Policy  Terms of

e Click the [Allocate New Address] button and then click the [Yes, Allocate] button.
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3.

4.
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In the Allocate New Address page:

W AWS v Services v ScenceLogic Training ~  N. California ~  Support v
EC2 Dashboard Allocate New Address JIRIL PR o 8 @
Events A o <
Tags Q [~] 1to10f1
Reports
Limits @ | ElasticIP 4 Instance = Private IP Address ~ Scope ~  Public DNS -

=] INSTANCES @ 5415347.166 Allocate New Address 7) 172.31.29.40 'vpe-5ce73839 ©c2-54-153-47-166_us-west-.
Instances

Spot Requests | Assoctate Address

Reserved Instances Disassociate Address

=) IMAGES
AMls
Bundle Tasks

=] ELASTIC BLOCK STORE
Volumes
Snapshots

Security Groups

Elastic IPs
Placement Groups
Key Pairs Address: 54.153.47.166 _§_ =]
Network Interfaces Elastic IP 54153 47165 Network interface I eni-b43061d0
=] LOAD BALANCING Instance  i-T0a5eebb (student7) Private IP address ~ 172.31.29.40
Load Balancers Scope  vpc Network interface owner 642636115777
S AUTO SCALING Public DNS  ec2-54-153-47-166.us-west-1.compute. com Allocation ID  eipalloc-d4fdcad2a
Launch Configurations
Auto Scaling Groups
@ Feedback (J English Privacy Policy ~ Terms of Use
« Right-click the new address and select Associate Address from the drop-down menu.
In the Associate Address modal page:
Associate Address X
Select the instance OR network in all i i 188)
Instance
or

Network Interface

Private IP Address Select instance or interface. MR

Reassociation ()]

Cance

Associate

o Selectthe new SL1 appliance instance in the Instance field, then click the [Associate] button. The
SL1 appliance instance is now associated with the new EIP.
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Accessing the Appliance Using SSH

This chapter assumes you have already received the Sciencelogic AMIs and created an EC2 instance based
on the Sciencelogic AMI.

This chapter assumes that you have access to SSH on the command line (for UNIX users) or have installed PuTTY
(for Windows users).

Gathering Information Required for Accessing the Appliance Using
SSH

To gather the required information:

1. Gotothe EC2 Dashboard:

2. Inthe left navigation pane, under the Instances heading, select Instances.

W@ AWS v Services v SdiencelLogic Training v N. California ~  Support ~
EC2 Dashboard [EFLEALEEIEEN  connect | Actions v N
Events A e .
Tags Q| Name : student01 ] 1to10f1

Reports

Limits ®  Name ~ | InstancelD ~ Instance Type - | Availability Zone + Instance State - | StatusChecks - Alarm Status  Public DNS ~ | PublicIP ~ KeyName - | Monitor
S INSTANCES 8  studem0l i-24aTecef c3large us-west-1a @ nunning & 22checks..  None Y ec2-54-67-92-57.uswe 54.67.92.57 student-keys-u [ disa

Instances

Spot Requests

Reserved Instances

AMls

Bundle Tasks

Volumes

Snapshots

Security Groups

Elastic IPs

»

Placement Groups

Key Pairs Instance: | i-24a7ecef (student01)  Elastic IP: 54.67.92.57 [_N Q=]
Network Interfaces

Description | Status Checks || Monitoring | = Tags

) LOAD BALANCI Instance 1D i-24aTecef Public DNS  ec2-54-67-92-67.uswest-1.compute. amazonaws. com

Load Balancers Instance state  unning Public P 54.67.92.57
] AUTO SCALING Instance type  c3large Elastic P 54.67.92.57

Launch Configurations Private DNS  ip-172-31-29-38.us-west-1. compute. intemal Availability zone  us-west-1a

Auto Scaling Groups Private IPs  172.3129.38 Security groups  student-systems . view rules

@ Feedback @ English Privacy Policy ~ Terms of Use

3. Clickin the row that contains the SL1 appliance instance.
4. The lower pane contains information about the instance. Write down the Public DNS and Public IP.

5. Ifyou are using AWS instances to create a distributed SL1 system, perform this step for each AWS instance
you want to include in the distributed system.

Configuring SSH

Before you can use SSH with the SL1 appliance instance, you must ensure that SSH can use the .pem file
downloaded earlier during the configuration. For details on downloading the .pem file, see the last few steps in the
section on Launching the EC2 Instance.

Accessing the Appliance Using SSH 108



UNIX and LINUX Users

You can connectto your your SL1 appliance instance using the SSH command.

NOTE: You should store the .pem file in a secure location. SciencelLogic recommends you store the .pem file
in $HOME/.ssh. Sciencelogic also recommends you change the permissions on the .pem file to
allow only read-only access by the owner of the .pem file.

To connect using the .pem file generated by AWS, enter the following at the shell prompt:
ssh -i ~/.ssh/my-aws-key.pem em7admin@[hostname or IP address]
where:

o ~/.ssh/my-aws-key.pem. Replace with the name and full path to your .pem file.

« hostname or IP address. Replace with the hostname or public-facing IP address of the SL1 appliance
instance.

You can also configure your SSH client to automatically select the correct key file when accessing the SL1
appliance instance. For details, see the man page for ssh_config for your flavor of UNIX.

Windows Users

You can connect with your SL1 appliance instance using PuTTY and SSH as the em7admin user. However, you
must first convert the private key for your instance into a format that PuTTY can use. See the following for detailed
instructions on using PuTTY SSH and converting your private key:

http://docs.aws.amazon.com/AWSEC?2/latest/UserGuide/putty.html

Web Configuration Tool

o Forinstances of the Database Server or All-In-One Appliance, see the section on Licensing the instance
in the Web Configuration Tool

o Forinstances of the Administration Portal, see the section on Configuring the instance in the Web
Configuration Tool

« Forinstances of the Data Collector and Message Collector , see the section on Configuring the instance
in the Web Configuration Tool

Rebooting Data Collectors and Message Collectors

After installing a Data Collector or a Message Collector as an AWS instance, you must reboot the instance.

To reboot the AWS instance:
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1. Connecttothe command-line interface of the appliance as the em7admin user using SSH. See the
Accessing the Appliance Using SSH section for more information.

2. Execute the following command:

sudo reboot

Rebooting Data Collectors and Message Collectors
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Chapter

Deploying a Sciencelogic Virtual Machine in
Azure

Overview

This chapter describes how to deploy a Sciencelogic virtual machine in Azure from a .vhd image file.
Todeploy an SL1 appliance in Azure, you need the following components:

o An Azure Resource group
o An Azure storage account that includes at least one blob container

o An Azure Network Security Group (NSG)
Use the following menu options to navigate the SL1 user interface:
o Toview a pop-out list of menu options, click the menu icon (E)
« Toview a page containing all of the menu options, click the Advanced menuicon ( ).

The steps fo create these components in Azure are described throughout this chapter. This chapter includes the
following topics:

System Requirements . 112
Deploying an SL1 System in Azure ... . 112
Configuring an Azure Storage ACCoUNt ... 113
Uploading a .vhd Image File to an Azure Storage Account ... .. . 115
Creating an Azure Virtual Machine ... L 116
Setting the Virtual Machine Allocation Method to Static ... ... ... . 118
Configuring Ports on SLT Appliances ... ... 120



Configuring the Virtual Machine ... 122
Troubleshooting . . ... 124

NOTE: If you are configuring a Database, Sciencelogic recommends allocating four times the memory for the
Database as compared to the memory for the Data Collectors.

TIP: A single Azure image file can be used to create multiple virtual machines. For example, you can use the
same Azure .vhd file for the Database Server to create multiple Database Servers.

System Requirements

For details about requirements and specifications for each SL1 appliance, see the Customer Portal:
https://portal.sciencelogic.com/portal/system-requirements.

Deploying an SL1 System in Azure

To deploy a distributed SL1 system on Azure instances, create appliances in this order:

1. Database Server

2. Administration Portal (if applicable)
3. Data Collectors

4. Message Collectors (if applicable)
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Configuring an Azure Storage Account

To create and configure an Azure storage account:

1. Login tothe Azure Portal, and then click Resource groups on the left menu.

v

New

Resource groups
£ Al resources
Recent
App Services
R sQL databases
Virtual machines (classic)
Virtual machines

Cloud services (classic)

Storage accounts (classi...

&) Traffic Manager profiles

) Traffic Manager profiles...

Active Directory

Virtual networks

Virtual machine scale se...

azureteam@sciencelo... ()

Resource groups >  Resource group -~ < AZURETEAMSCIENCELOGIC (D.. Qi

Resource group

* Resource group name

olemTtestl0rg

* Subscription

Eng - Azure Team

* Resource group location

EastUS

Pin to dashboard

2. Click the [Add] button and add information for a new Resource group. Click the [Create resource group]
button to create the Resource group.

3. After creating the Resource group, click Storage accounts on the left menu.
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4. Click the [Add] button, and then click the [Create Storage accounts] button to create a new Storage
account. When creating the Storage account, complete the following fields:

v/  Storage accounts > Create storage account [ F1e 2 :;’:?;‘?ﬁﬁ:i':ggﬁlﬁ‘ &

Create storage acc..

The cost of your storage account
depends on the usage and the options

- * Name @
SQL databases
olemTtest
Virtual machines (cla... coremindonsnet
Deployment model &

Virtual machines Classic

- - Account kind @
Cloud services (classic)
General purpose

Storage accounts (cla...

Performance ®

3 Traffic Manager profi... m Premium

. Replication &
Traffic Manager profi...
Read-access geo-redundant storage (RA-..

Active Directory * Subscription

. Eng - Azure Team
Virtual networks

* Resource group @

Virtual machine scale... Crestenew  ® Use existing

Virtual network gate... olem7testiorg

Subscriptions Pin to dashboard

¥ Network security gro.. [ creote |

Virtual networks (clas...

o Deployment model. Select Resource manager.
o Account kind. Select General purpose.

» Resource group. Select Use existing, and then select the Resource group you created in step 2.
5. After creating the Storage account, click Storage accounts on the left menu, and then select the newly
created Storage account.

6. Underthe Services section of the Storage account pane, click Blobs. The Blob service blade information
appears.
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7. Inthe Blob service pane, click the Plus icon to add a new container. Type a name for the container and select
Blob as the Access Type. When you are finished, click the [Create] button to create the Blob container.

Storage accounts > olem7testiosa > Blobsemnice > New container P - 20 ) @ :;:E;‘;Tﬁ;?;x;l::" &

Blob service New container

¥ Sertings = Container  {) Refresh

= Essentials ~ e d) * Name
SQL databases

Virtual machines (cla... Access type @

Blob

NaME URL LAST MODIFIED
Virtual machines
bootdiagnostics-olem7test-3..  httpsi/olemTtest]0.c.. 6/20/2016, 2:24:56 PM
Cloud services (dlassic)
vhds https://olemTtest10.c.. 6/20/2018, 2:00:42 PM
= storage accounts (cla...
Traffic Manager profi...
Traffic Manager profi..
Active Directory
Virtual networks
W virtual machine scale..
Virtual network gate...
Subscriptions

Network security gro...

Virtual networks (das..

Uploading a .vhd Image File to an Azure Storage Account

After creating the Resource group, Storage account, and Blob container, you must upload the Sciencelogic .vhd
image file to the Blob container. To do so, you will need the following information:

o The Sciencelogic .vhd file

Resource Group name

o Blob container URI

Local file path to the .vhd file
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To download the Sciencelogic .vhd file:

1.

4.
5.

Open a browser session and go to:

https://portal.sciencelogic.com/portal/images

Find the platform version that you want to download. Click on its name.

At the bottom of the SciencelLogic Platform Version page, find a list of .vhd files. Click on the SL1 appliance
type for which you want an .vhd.

The .vhd file is downloaded to your local computer.

Repeat steps 3 and 4 for each SL1 appliance type you want to build.

To upload the Sciencelogic .vhd file to your Blob container, perform the following steps:

1.

2.

3.

Open Microsoft Azure PowerShell, and then log in to your Azure account using the cmdlet Add-
AzureRmAccount:

Login-AzureRmAccount

Ensure that you have a resource group and storage account blob to which you can save the .vhd file. The
virtual machine that you create later must be in the same resource group as the storage account.

Add your .vhd file to the storage account with the following cmdlet:

Add-AzureRmVhd -Destination '<BLOB URI>' -LocalFilePath '<VHD LOCAL FILE PATH>' -
ResourceGroupName '<RESOURCE GROUP>'

TIP: When entering the Blob URI, you must include the .vhd file name. For example:

"https://azuretest.blob.core.windows.net/vhds/em7inazure.vhd".

4.

Repeat step 3 for each .vhd file.

Creating an Azure Virtual Machine

NOTE: The following steps require that you have an ARM resource group and storage account with the .vhd

file uploaded.

To create an Azure virtual machine:

1.
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In a web browser, open https://github.com/Azure/azure-quickstart-templates/tree/master/201-vm-
specialized-vhd-new-or-existing-vnet and click the [Deploy to Azure] button.
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2. The Azure Portal launches and a the TemplateParameters pane appears. Complete the following
information:

Microsoft Azure Createa VM from a specialized VHD disk

Create a VM from a specialized VHD disk

Azure quickstart template

} TEMPLATE
mmm 201-vm-specialized-vhd > {
L — P 4 i
S resources Edit template Learn more
e
BASICS
L)
‘ * Subscription AZdevelopment v
— * Resource group @ Create new @ Use existing
@
em784collector A
L )
* Location
e
SETTINGS
L
4‘ * Os Disk Vhd Uri @ https://fem784collectorstorage blob.corewindows.net/vhds/em784collectorvhd
| * Os Type ® Linux v |
=
Vm Size @ Standard_A6 |
* Vm Name @ em?Séco'Iec:orvml
e TERMS AND CONDITIONS
P template. Prices and associated legal terms for any Marketplace offerings can be found in the Azure Marketplace; both are
g subject to change at any time prior to deployment
'S Meither subscription credits nor monetary commitment funds may be used to purchase non-Microsoft offerings. These purchases
are billed separately.
Pin to dashboard
o
N T
>

« Subscription. Select the Azure subscription to use for the virtual machine deployment.

o Resource Group. Select Use existing, and then select the Resource group that was created in step 2
of the section Configuring an Azure Storage Account.

o Location. Use the default resource group location.

o Os Disk Vhd Uri. Type the URI of the .vhd file that you uploaded in step 3 of the section Uploading a
.vhd File to an Azure Storage Account.

o OsType. Select Linux.

o Vm Size. Specily the size of your virtual machine. For more sizing information, see the Sciencelogic
System Requirements portal page.

o Vm Name. Type a custom name for your virtual machine.
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Review the legal terms in the Terms and Conditions section, and then click [Purchase].
Click [Create] to deploy the virtual machine.

Repeat these steps for each SL1 appliance you want to build.

o AW

To verify that the virtual machine deployment is successful, navigate to the Virtual Machines pane and search
for the custom virtual machine name.

Setting the Virtual Machine Allocation Method to Static

To ensure the IP address for the virtual machine remains the same after reboot, you must set the allocation method
to static. To do so:

1. Inthe Azure Portal, navigate to the Virtual machine pane and verify that the virtual machine has a public IP
address and a virtual network/subnet set.

- olem7test10vm

4 GB memory)
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2. Click the name of the Virtual network/subnet. The Virtual network pane appears.

olem7fsuntestivn

2 1000076
"_\outheast Asia ;: .-: ;fc-:\-'iclecl DNS service
_ ption ___? P
;_ dd-4457-450-b783-6a8d5d 179055
Al se -
Connected devices
1 device "™
DEVICE TYPE IP ADDRESS SUBNET
olem7fsuntestlvmNic Network interface 10.0.0.6 olem7fsuntest1sub...

3. Inthe “Connected devices” section of the Virtual network pane, click the Network interface. The Network
interface pane appears.

4. Click the Public IP address value, and then click the [Dissociate] button.

Ei !:ul_em?t5untest1'u'n'| Mic - olemTisuntestivimMNic

5. Inthe Network interface pane, click on Settings > IP addresses. Then, do one of the following:
« Ifyou are not using a VPN, complete steps 6 through 9. Ignore step 10.
« Ifyou are using a VPN, skip ahead to step 10.
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6. Ifyou are not using a VPN, then in the IP addresses pane, select Enabled in the Public IP address field and
then click on the IP address field.

7. Click the [Create new] button.

8. Inthe Create public IP address pane, type a name for your IP address in the Name field and select Static in
the Assignment field.

Click [OK] and then click [Save].

10. Ifyou are using a VPN, then in the IP addresses pane, select Disabled in the Public IP address field and then
select a Subnet. You can use the default values for all other fields.

Configuring Ports on SL1 Appliances

You must next create a Network security group that will specify the ports required for communication between the
SL1 appliances and that will specify the ports required for communication between the SL1 appliances and the
monitored devices in your network.

To configure the ports for communication:

1. Inthe Azure Portal, navigate to the Network security groups pane, and then click the [Add] button. The
Create network security group pane appears.

Create network security group

Name

olem7test10nsg v
* Subscriptic

Eng - Azure Tean v

c
it
o
1
[s]

2. Type the information for the Network security group (name, subscription, resource group, and location), then
click [Create].

3. Inthe Network security groups pane, click the newly created Network security group, and then click the
[Settings] button.

4. Inthe Seftings pane, click Inbound security rules.
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5. Inthe Inbound security rules pane, click the [Add] button. The Add inbound security rule pane appears.

* r\_1 ame

* Prigrity @

1A

* Source @

* Protoco

* Source port range @

* Destination @
mCDQ block Tag

* Destination port range @

TR0
L

* Mction

6. Use the tables below to create security rules.
7. Repeatsteps 5 and 6 to create an inbound security rule for each of the ports listed in the table below.

8. After creating all of the inbound security rules, navigate to the Virtual machine pane and click the [Settings]
button.

9. Inthe Seftings pane, click Network interfaces and then click on the name of the Network interface.
10. Inthe Network interface pane, click the [Settings] button and then click Network security group.
11. Selectthe newly created network security group to associate it with the Network interface.

12. Perform steps #9 -#11 for each network interface in your SL1 system.

NOTE: Sciencelogic recommends that you limit the Source port range for security reasons.
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SSH TCP 22 SSH. This is necessary fo start the installation wizard.

SMTP TCP 25 Necessary fo receive inbound email for tickets, events, and email round-trip
monitoring.

HTTP TCP 80 HTTP from browser session or user workstation.

Custom TCP 123 || NTP. Communication between the All-In-One Appliance and configured NTP

TCP Rule server.

Custom uUbP 161 || SNMP Agent. Allows SNMP information about the SL1 appliance to be

UDP Rule collected by SL1.

Custom ubP 162 || SNMP Traps. Necessary to receive SNMP traps from managed devices.

UDP Rule

HTTPS TCP 443 || HTTPS from browser session or user workstation.

Custom ubP 514 || Syslog messages. Necessary to receive syslog messages from managed

UDP Rule devices.

Custom TCP 7700 || SciencelLogic Web Configurator. Configuration Utility from browser session or

TCP Rule user workstation. This is necessary to license the appliance.

Custom TCP 7706 || MySQL. Communication from Administration Portal.

TCP Rule

Custom TCP 7707 || Data Pull. Allows the Database Server to retrieve data from the SL1 appliance.

TCPRule

Custom TCP 8008 || Administrative Web Interface (PHPMyAdmin) from browser session on user

TCP Rule workstation.

Configuring the Virtual Machine

To configure each virtual machine, perform the following steps:

1. Use SSHto access the virtual machine using its public IP address and the username and password that were
defined in step 2 of the section Creating an Azure Virtual Machine.

2. Runem?7 install.sh in a special operational mode:

sudo /opt/em7/share/scripts/em7 install.sh --instance-init-only

3. On the Administration Portal (and the Database Serveronly if you are using the Administration Portal on the
Database Server), run the following command to start the web server:

sudo service nginx start

122

Configuring the Virtual Machine




4. Using vi or another text editor, edit the /etc/silo.conffile

sudo vi /etc/silo.conf

5. Inthe LOCAL section, setipaddress to the the Azure virtual machine's public IP address. If a VPN is used,
however, set the ipaddress field to the VM's private IP address. For example, see the bolded text below:

[LOCAL]

rootdir = /opt/em7

vardir = /var/lib/em7
logdir /var/log/em’7
rundir = /run/em7
ipaddress = 172.16.10.10
dbdir = /data/db

dbserver = 172.16.10.11
dbport = 7706

dbuser = root

dbpasswd = em7admin
portcheck = /usr/bin/nmap
model type = 1
eventmanager = internal,email, syslog,trap,dynamic

6. Perform the required steps in the Web Configuration Tool.
« Forinstances of the Database Server or All-In-One Appliance:

o Licensing the instance in the Web Configuration Tool

NOTE: Upon installation, SL1 appliances are automatically licensed for 30 days. During these 30 days, you
can perform the steps to obtain a permanent license from Sciencelogic.

o Forinstances of the Administration Portal:

o Configuring the instance in the Web Configuration Tool

o When prompted for the IP address of the Database Server,

m [fyou are not using a VPN, enter the public IP address of the Database Server.

m [fyou are using a VPN, use the private IP address of the Database Server.
o Forinstances of the Data Collector and Message Collector:

o Configuring the instance in the Web Configuration Tool

o When prompted for the IP address of the Database Server,

m [fyou are not using a VPN, enter the public IP address of the Database Server.

m Ifyou are using a VPN, use the private IP address of the Database Server. .

Configuring the Virtual Machine 123



7. Open a browser session to SL1 (to the Administration Portal). Go to the Appliance Manager page (System
> Seftings > Appliances).

8. Ifyou are using an All-In-One Appliance, you will see two entries for the All-In-One Appliance.

« Selectthe bomb icon for the All-In-One Appliancefor which the bomb icon (& ) is enabled.

« Inthe remaining entry, select the wrench icon ( ﬁ). In the top pane, enter the IP Address specified in
Azure for the All-In-One Appliance. Click [Save].

9. Ifyou are using a distributed system, you will see two entries for the Database Server.

« Selectthe bomb icon for the Database Serverfor which the bomb icon (@ ) is enabled.

Troubleshooting

If the Data Collector continuously displays a message saying the collector is working when running a Dynamic
Application, DO NOT restart the Azure virtual machine, as doing so could cause you to lose SSH access to the
machine.

Instead, do the following:

1. Using the command line interface, verify whether you can run the Dynamic Application in debug mode by
typing the following command:

sudo /usr/local/silo/proc/dynamic_single.py <did> <app id>
2. Restart the data pull processes (em7 _hfpulld, em7 pulld, em7 mfpulld) by typing the following command:

sudo service <service name> restart
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