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Chapter

Introduction

Overview

This manual describes how to monitor F5 Networks' BIG-IP Local Traffic Manager (LTM) devices in SL1 using the
F5 BIG-IP PowerPack.

The following sections provide an overview of BIG-IP LTM devices and the F5 BIG-IP PowerPack:

This chapter covers the following topics:

What is F5 BIG-IP LTM 3
What Does the F5 BIG-IP PowerPack Monitorg ... .. . . . . 4
Installing the F5 BIG-IP PowerPack ... .. 4

NOTE: Sciencelogic provides this documentation for the convenience of Sciencelogic customers. Some of
the configuration information contained herein pertains to third-party vendor software that is subject
to change without notice to Sciencelogic. Sciencelogic makes every attempt to maintain accurate
technical information and cannot be held responsible for defects or changes in third-party vendor
software. There is no written or implied guarantee that information contained herein will work for all
third-party variants. See the End User License Agreement (EULA) for more information.

What is F5 BIG-IP LTM?

F5 Networks' BIG-IP Local Traffic Manager (LTM) devices manage local system traffic to ensure optimal network
and application performance and increase the system's operational efficiency. BIG-IP LTM solutions include BIG-
IP appliances, the VIPRION application delivery controller, and software-based BIG-IP Virtual Editions.

What is F5 BIG-IP LTM? 3



What Does the F5 BIG-IP PowerPack Monitor?2

The F5 BIG-IP PowerPack enables you to monitor LTM configuration and performance metrics for virtual servers,
pools, and member nodes, as well as other chassis and asset information.

The F5 BIG-IP PowerPack includes the following features:

e Dynamic Applications that discover and monitor F5 BIG-IP LTM devices
e Device Classes for each of the F5 BIG-IP LTM devices that the F5 BIG-IP PowerPack can monitor

e Event Policies and corresponding alerts that are triggered when F5 BIG-IP LTM devices meet certain status
criteria

Installing the F5 BIG-IP PowerPack

Before completing the steps in this manual, you must import and install the latest version of the F5 BIG-
IP PowerPack.

TIP: By default, installing a new version of a PowerPack overwrites all content from a previous version of that
PowerPack that has already been installed on the target system. You can use the Enable Selective
PowerPack Field Protection setting in the Behavior Settings page (System > Settings > Behavior) to
prevent new PowerPacks from overwriting local changes for some commonly customized fields. (For
more information, see the System Administration manual.)

To download and install a PowerPack:

1. Download the PowerPack from the Sciencelogic Support Site at
https://support.sciencelogic.com/s/powerpacks.

2. Go to the PowerPack Manager page (System > Manage > PowerPacks).

3. Inthe PowerPack Manager page, click the [Actions] button, then select Import PowerPack. The Import
PowerPack dialog box appears:

Import PowerPack™

[Browse far file... | Browse...

License: | |

4. Click the [Browse] button and navigate to the PowerPack file.

5. When the PowerPack Installer modal appears, click the [Install] button to install the PowerPack.

4 What Does the F5 BIG-IP PowerPack Monitor?


https://support.sciencelogic.com/s/powerpacks

NOTE: If you exit the PowerPack Installer modal without installing the imported PowerPack, the imported
PowerPack will not appear in the PowerPack Manager page. However, the imported PowerPack
will appear in the Imported PowerPacks modal. This page appears when you click the [Actions]

menu and select Install PowerPack.

Installing the F5 BIG-IP PowerPack




Chapter

Configuration and Discovery

Overview

The following sections describe how to configure and discover F5 BIG-IP Local Traffic Manager (LTM) services for
monitoring by SL1 using the F5 BIG-IP PowerPack:

This chapter covers the following topics:

Prerequisites for Monitoring F5 BIG-IP ... 6
Creating an SNMP Credential for F5 BIG-IP ... .. 7
Discovering an F5 BIG-IP System .. . 8
Aligning F5 BIG-IP Dynamic Applications ... ... 11
Viewing Component DeviCes ... 20

Prerequisites for Monitoring F5 BIG-IP

Before you can monitor F5 BIG-IP services using the F5 BIG-IP PowerPack, you must ensure that SL1 can
communicate with BIG-IP using SNMP and you must know the SNMP community string for the BIG-IP system. SL1
can then use the data collected from BIG-IP to create device records for all components managed by BIG-IP.

Prerequisites for Monitoring F5 BIG-IP 6



Creating an SNMP Credential for F5 BIG-IP

To use the Dynamic Applications in the F5 BIG-IP PowerPack, you must first define an SNMP credential in SL1.
This credential allows SL1 to communicate with the BIG-IP system.

To configure an SNMP credential for F5 BIG-IP:

1. Go to the Credentials page (Manage > Credentials).
2. Click the [Create New] button.
3. Inthe drop-down list that appears, select Create SNMP Credential. The Credential Editor page appears:

Create Credential X

Credential Tester

All Organizations o Select the organizations the credential belongs to*  + 1500

SNMP Version
SNMPV2 1 161

In the SNMP Version field, select SNMP V2.
In the Name field, enter a name for the credential.
In the All Organizations drop-down field, select the organizations the credential belongs to.

In the SNMP Community (Read Only) field, enter the community string for the BIG-IP system.

® N o O &

Optionally, supply values in the other fields in this page. In most cases, you can use the default values for
the other fields.

9. Click the [Save & Close] button.

Creating an SNMP Credential for F5 BIG-IP in the SL1 Classic User
Interface

7 Creating an SNMP Credential for F5 BIG-IP



To use the Dynamic Applications in the F5 BIG-IP PowerPack, you must first define an SNMP credential in SL1.
This credential allows SL1 to communicate with the BIG-IP system.

To configure an SNMP credential for F5 BIG-IP:

1. Goto the Credential Management page (System > Manage > Credentials).
2. Click the [Actions] button.

3. Inthe drop-down list that appears, select Create SNMP Credential. The Credential Editor page appears:

Credential Editor x

Create New SNMP Credential Reset
Basic Settings
Profile Mame SHMP Version
| I w |
Part Timeoutms) Retries
|161 | 1500 | 4 |
SNMP V1/V2 Settings
SNMP Community (Read-Only) SMNMP Community (ReadWrite)
I I
SNMP V3 Settings
Security Mame Security Passphrase
Authentication Protocol Security Level SHMP v3 Engine ID
[ MD35 ] % | | [ Authentication Only ] L'
Context Mame Privacy Protocol Privacy Profocol Pass Phrase
[DES ] v

In the SNMP Version field, select SNMP V2.
In the Profile Name field, enter a name for the credential.

In the SNMP Community (Read Only) field, enter the community string for the BIG-IP system.

N o 0 &

Optionally, supply values in the other fields in this page. In most cases, you can use the default values for
the other fields.

8. Click the [Save] button.

Discovering an F5 BIG-IP System

After you have created an SNMP credential for the F5 BIG-IP system that you want to monitor, you can create and

run a discovery session that will discover the BIG-IP system and automatically align Dynamic Applications with the
BIG-IP system.

To do so, perform the following steps:

Discovering an F5 BIG-IP System 8



1. Go to the Discovery Session page (Devices > Discovery Sessions).

2. Click the [Add Devices] button to create a new discovery session. You will be redirected to a self-guided
service where you can add devices.

Select the type of devices you want to monitor X

General Information

. Select the type of devices or services you want to monitor.
/s Azure CITRIX
. ibaba Cloud
Select Unguided Network Discovery to add other devices
that use core credentials, such as SNMP, Database,
SOAP/XML, Basic/Snippet, SSH/Key, or PowerShell
a Vv S vmware

Other ways to add devices:

Unguided
Network
Discovery

3. Select [Unguided Network Discovery], then click the Select button. You will be redirected to a page
where you can create and create a Discovery Session that will discover the BIG-IP system and automatically
align Dynamic Applications with the BIG-IP system. This is a 3-step process.

4. Enter a name for your Discovery Session in the Discovery Session Name field and select an organization
from the Select the organization to add discovered devices to drop-down field.

Discovering an F5 BIG-IP System



Step 1

Step 2
Basic Information

Step 3
Credential Selection

Discovery Session Details X

Discovery Session Name

Description (Optional)

Select the organization to add discovered devices to...*

& Back

5. Select the SNMP credential(s) that connected your devices, then click the Next button.

6. Select an IP or Hostname, then click the [Save and Run] button. The Discovery Logs window will appear.

7. When the BIG-IP system is discovered, you can click the device name to view the system device's properties.

Discovering an F5 BIG-IP System in the SL1 Classic User Interface

After you have created an SNMP credential for the F5 BIG-IP system that you want to monitor, you can create and

run a discovery session that will discover the BIG-IP system and automatically align Dynamic Applications with the
BIG-IP system.

To do so, perform the following steps:

1. Go to the Discovery Control Panel page (Devices > Discovery Sessions).

2. Click the [Add Devices]button to create a new discovery session. The Discovery Session Editor window
appears:

Discovering an F5 BIG-IP System




Discovery Session Editor | Create New

Identification Information
Name[

| @

IP and Credentials
IP Address/Hostname Discovery List

@

Upload File
Browse for file... (7]

Description ’

e ] e ]

Detection and Scanning Basic Settings

Initial Scan Level Discover hodel
[System Default (recommended) v] @ NUn—gL‘P Devig [}HCF‘9
o
Scan Throttle O 0
[Syslem Default (recommended) v] g

Device Model Cache TTL (h)
Port Scan All IPs [2 ] @

[System Default (recommended) v] 9

Port Scan Timeout Collection Server PID:

Cisco WVOS IMEP Cluster Status
Cisco: ACI Sample Credential 1
Cisco: ACI Sample Credential 2
Cizco: CSP Example

Citrix XenServer - Example
CUCM Lab

EMC SMI-S Example

FMC WM AK Fxample

SHMP Credentials [System Default (recommended) ] @  [ayoung-gist-cu-251 ] @
( ] @
[snriP ~ Detection Method & Port Organization
clsmis % (%] [ [ System ] “ ] (7]
Cisco SHMPv2 - Example Default Method -
Cisco SNMPv3 - Example UDP: 161 SNKP i i )
Cisco: CSP SNMP Port 161 Example TCP: 1 - tepmux ( Add Devices to Device Groupis A
Cigco: CSP SNMP Port 1610 Exampl TCP: 2 - compressnet
Dell EMC: Isilon SNMPv2 Example TCP: 3 - compressnet Hone
Demo Lab TCP: 5 -rje Servers
ENT Defautt V2 TCP: 7 - echo
EN7 Defaultt V3 o TCP: § - discard
IPSLA Example TCP: 11 - systat
. TCP: 13 - daytime
Other Credentials TCP: 15 - netstat
( ] @ |1cP 17-qotd
(Basic/sni n A TCP: 18 - mep
Cisco CUCM Example UEE T=Girg ey
Cisco VOS CUC Cluster Status IEESN D p-data hd

Interface Inventory Timeout (ms)
[g00000 e

Maximum Alowed Interfaces

(10000 (2]

Bypass Interface Inventory

Apply Device Template
[ [ Choose a Template ]

~| @

Log Al

Oe

3. Enter values in the following fields:

 IP Address Discovery List. Enter the IP address for the BIG-IP system.
o SNMP Credentials. Select the SNMP Credential for the BIG-IP system.

4. Optionally, you can enter values in the other fields on this page. For more information about the other fields
on this page, see the Discovery & Credentials manual.

5. Click the [Save] button and then close the Discovery Session Editor window.

6. The discovery session you created will appear at the top of the Discovery Control Panel page. Click its

lightning-bolt icon (

) to run the discovery session.

7. The Discovery Session window appears. When the BIG-IP system is discovered, you can click its device

icon (E) to view the system device's properties.

Aligning F5 BIG-IP Dynamic Applications

The Dynamic Applications in the F5 BIG-IP PowerPack are divided into four types:

¢ Count. These Dynamic Applications poll BIG-IP to determine the number of component devices monitored

by SL1.

o Discovery. These Dynamic Applications poll BIG-IP for new instances of component devices or changes to
existing instances of component devices.

Aligning F5 BIG-IP Dynamic Applications




« Configuration. These Dynamic Applications retrieve configuration information about each component
device and retrieve any changes to that configuration information.

 Performance. These Dynamic Applications poll BIG-IP for performance metrics.

The following Dynamic Applications are aligned automatically to the F5 BIG-IP system when you run discovery:

F5: Viprion Ch
F5 BIG-IP: Clu

assis Slot Status

ster Status

F5 BIG-IP: CPU Configuration

F5 BIG-IP: Disk Array Status

F5 BIG-IP: Fan Status

F5 BIG-IP: Interface Usage (64Bit)
F5 BIG-IP: Performance

F5 BIG-IP: Power Supply Status

F5 BIG-IP: System Configuration
F5 BIG-IP: Temperature

F5 BIG-IP: vCMP VM Configuration

F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:

F5 BIG-IP LTM
F5 BIG-IP LTM

F5 BIG-IP LTM:

Host Resource

Node Configuration

Node Discovery

Node Performance

Pool Configuration

Pool Discovery: Non-Default Pools
Pool Discovery: Virtual Server Default Pools
Pool Member Configuration

Pool Member Discovery

Pool Member Performance

Pool Performance

: Virtual Server Configuration

: Virtual Server Discovery

Virtual Server Performance

: Configuration

Net SNMP: CPU
Net SNMP: Physical Memory

Net SNMP: Sw

ap

Aligning F5 BIG-IP Dynamic Applications



CAUTION: To discover all of the component devices in the BIG-IP system, you must manually align the "F5
BIG-IP LTM: Service Discovery" Dynamic Application with the BIG-IP root device. For instructions
on how to do this, see the section on Manually Aligning the Dynamic Application with the
BIG-IP Root Device.

If these Dynamic Applications are not aligned during discovery, perform the following steps to add them
manually:

1. Go to the Device Manager page (Devices > Device Manager) for the BIG-IP system.
2. Click the [Collections] tab. The Dynamic Application Collections page appears.

3. Click the [Actions] button and then select Add Dynamic Application. The Dynamic Application
Alignment page appears:

Dynamic Application Alignment Reset

Dynamic Applications Credentials
[f5 ] Default: -
Bulk Snippet Configuration: - slﬁaeiault SR Credenial
Bulk Snippet Performance: :

Database Performance: |_gpna g:mz;_ gamp::
PowerShell Config: |_Cisco - Bramp

PowerShell Performance: LLRET 03
Snippet Configuration: |_Nexus snmp
|_F5 BIG-IP LTM: Service Discovery I—Em e
|_F5 BIG-IP LTM: Virtual Server Discovery |_SNI'u'IP Public V1
|_F5 BIG-IP LTM: Peol Discovery: Virtual Server =
|_F5 BIG-IP LTM: Pool Member Discovery |—5.NM.P JILE \.Q
|_F5 BIG-IP LTM: Node Discovery |_LifeSize: Endpoint SNMP
I_F5 BIG-IP LTM: Node Configuration Jﬁg‘;g
|_F5 BIG-IP LTM: Peel Member Configuraticn L_EM7 CElIlentur Database
|_F5 BIG-IP LTM: Pool Configuration -
_F5 BIG-IP LTM: Virtual Server Configuration LELFES
_F5 BIG-IP LTM: Poel Discovery: Non-Defautt P [BERACenk sl ataba=e
Snippet Journal: SOAPXML Host: . .
Snippet Performance: |_Amazon Web Semc:els Credential
|_F5 BIG-IP LTM: Node Performance :—Sgg“ reEn =TI
|_F5 BIG-IP LTM: Pool Member Performance - )
L_F5 BIG-IP LTM: Pool Performance LLELE e LA Tl
_FS BIG-IP LTM: Virtual Server Performance I—g:ﬁ‘;‘;;’_"' gf;:;f"'““
SNMP Configuration: ] I_Pory'mm- Advanced
|_F5 BIG-IP: System Configuration - - -

| Polvcom - Interface

4. Inthe Dynamic Applications field, select the Dynamic Application that you want to align to the BIG-IP
system.

5. Inthe Credentials field, select the SNMP credential for the BIG-IP system.
6. Click the [Save] button.

13 Aligning F5 BIG-IP Dynamic Applications



Manually Aligning the "F5 BIG IP LTM: Service Discovery" Dynamic
Application with the BIG-IP Root Device

When you run discovery, the "F5 BIG-IP LTM: Component Counts" Dynamic Application is automatically aligned
with the F5 BIG-IP system. This Dynamic Application enables you to determine the number of component devices
in your BIG-IP system that will be discovered.

To determine the BIG-IP component device count:

1. Go to the Device Manager page (Devices > Device Manager).
2. Click the wrench icon (j) for the BIG-IP system.

3. Inthe Device Administration panel, click the [Collections] tab. The Dynamic Application Collections
page displays.

4. Click the plusicon (+) for the "F5 BIG-IP LTM: Component Counts" Dynamic Application. If collection for

the Dynamic Application was successful, the graph icons (fﬂ) for the "F5 BIG-IP LTM: Component Counts"
presentation objects are enabled:

Dynamic Application™ Collections Expand Actions

Dynamic Application D Poll Frequency
— F5 BIG-IP LTM: Compenent Counts 1223 15 ming
Presentation Obisct -
+ fiTMMNede Count
+ffTMPoolCount 4 p M0 es R I D |
+ M PoolMember Count 1 p4%T yes oy - - 04
1M VituallP Count 1 p 00 yes  yes - -0
MM Vitual Server Count L p#8 yes oy - =0
Mise Colizetion Obiset »
-+ F5 BIG-IP: Interface Usage (G4Bit) 1222 5 mins SHNMP Performance Default SHMP Credential / |}
~+ FS5 BIG-IP: Performance 1217 15 mins SNMP Performance Default SNMP Credential fl_\
+ Met-SNMP: CPU 564  5mins SMMP Performance Default SHMP Credential Fl
~+ MNet-SNMP: Physical Memory 565 5 mins SMMP Performance Default SNMP Credential jl:\
-+ HNet-SNMP: Swap 566 5 mins SNMP Performance Default SNMP Credential / |
~+ FS BIG-IP: Disk Array Status 1221 60 mins SMNMP Configuration Default SNMP Credential fl:\
<+ F5 BIG-IP: System Configuration 1215 360 mins SNMP Configuration Default SHMP Credential j O
~+ Host Resource: CPU Config 470 1440 mins SNMP Configuration Default SNMP Credential fl:\
~+ Host Resource: Software 467 120 mins SNMP Configuration Default SMMP Credential I I:\
-+ System Uptime: hrSystemlU ptime 932 5 mins SNMP Configuration Default SNMP Credential fl:\
~+ System Uptime: sysUptime 931 5 mins SHMP Configuration Default SNMP Credential 7 O
~+ FS BIG-IP LTM: Service Discovery 1201 120 mins Snippet Configuration Default SNMP Credential yl;\
~+ Host Rescurce: Memory Config 469 1440 mins Snippet Configuration Default SHMP Credential 7 I:\
~+ Support: File System 719 120 mins Snippet Configuration Default SNMP Credential fl_\
[[Select Action] 3] oo |
| s=e ]

5. Click a graph icon (f.!) for any of the "F5 BIG-IP LTM: Component Counts" presentation objects to view the
collected data for that presentation object. The Device Performance page displays the number of

components that are being monitored.

Aligning F5 BIG-IP Dynamic Applications



¥ Hetwork Interfaces

b Het-SHMP: CPU

P Net-SHMP: Physical Memory

b Het-SHMP: Swap

» F5 BIG-IP: Performance

P F5 BIG-IP. Interface Usage (4Bil)

LTM Poel Member Count
LTM Virtual Server Count
LTM Node Count

LTM Virtual IP Count
LTM Poel Count

¥ F5 BIG-IP LTM: Compenent Counts

(] -

21.04

21.02

P Overview F5 BIG-IP LTM: Component Counts | LTM Node Count I‘
p File Systems [Zoom | BH [ 12H 1D Max From: To

2088

2098

2004
T

2015-08-27 07:30:00 %
LTM Node Count: 21

Date Range Selection:
Start [08/25/2015 08:46:37 |

End [08/27/2015 08:46:37 | E5

/|

Data
Typella

LTM Node |

21 21 21 21

After verifying the number of component devices that will be discovered, perform the following steps to start
component device discovery by aligning the "F5 BIG-IP LTM: Service Discovery" Dynamic Application with the
BIG-IP root system:

Go to the Device Manager page (Devices > Device Manager).

Click the [Collections] tab. The Dynamic Application Collections page appears.

Click the [Actions] button and then select Add Dynamic Application. The Dynamic Application
Alignment page appears:

Aligning F5 BIG-IP Dynamic Applications



Dynamic Application Alignment Reset

Dynamic Applications Credentials
}f5 | Default:
= = — |_Default SNMP Credential
Bulk Snippet Configuration: SNMP:

Bulk Snippet Performance:
Database Performance:
PowerShell Config:
PowerShell Performance:
Snippet Configuration:
|_F5 BIG-IP LTM: Service Discovery
|_F5 BIG-IP LTM: Virtual Server Discovery

|_Cisco SNMPv3 - Example
|_Cisco SHNMPv2 - Example
|_IPSLA Example

|_Mexus snmp

|_EMT Default V2

|_EMT Default V3

|_F5 BIG-IP LTM: Pool Discovery: Virtual Server |_SNMP Public 1

|_F5 BIG-IP LTM: Pool Member Discovery NI

|_F5 BIG-IP LTM: Mode Discovery |_LifeSize: Endpoint SNMP
|_F5 BIG-IP LTM: Node Configuration |_Internal

) Database:
|_F5 BIG-IP LTM: Pool Member Configuraticn
L_F5 BIG-IP LTM: Poel Configuration '—Em g;"emr Rialahazs
|_F5 BIG-IP LTM: Virtual Server Configuration I

|_F5 BIG-IP LTM: Pool Discovery: Non-Default P 5%)5%;5{":3' irfize
Snippet Journal: ost:

Snippet Performance: |_Amazon Web Services Credential

L_F5 BIG-IP LTM: Node Performance [REREME SRR SEOac (BT
L ; ucs
|_F5 BIG-IP LTM: Pool Member Performance I i .
LFS BIG-IP LTM: Pool Performance e WSk Jeten Of
|_F5 BIG-IP LTM: Virtual Server Performance R e
SNMP Configuration: -

- . | _Polycom - Advanced
|_F5 BIG-IP: System Configuration - i sy -

4. Inthe Dynamic Applications field, select F5 BIG-IP LTM: Service Discovery.
5. Inthe Credentials field, select the SNMP credential for the BIG-IP system.
6. Click the [Save] button.

Aligning F5 BIG-IP Dynamic Applications in the SL1 Classic User
Interface

The Dynamic Applications in the F5 BIG-IP PowerPack are divided into four types:
o Count. These Dynamic Applications poll BIG-IP to determine the number of component devices monitored
by SL1.

« Discovery. These Dynamic Applications poll BIG-IP for new instances of component devices or changes to
existing instances of component devices.

o Configuration. These Dynamic Applications retrieve configuration information about each component
device and retrieve any changes to that configuration information.

e Performance. These Dynamic Applications poll BIG-IP for performance metrics.
The following Dynamic Applications are aligned automatically to the F5 BIG-IP system when you run discovery:

* F5: Viprion Chassis Slot Status
* F5BIG-IP: Cluster Status
e F5BIG-IP: CPU Configuration

Aligning F5 BIG-IP Dynamic Applications 16



F5 BIG-IP: Disk Array Status

F5 BIG-IP: Fan Status

F5 BIG-IP: Interface Usage (64Bit)
F5 BIG-IP: Performance

F5 BIG-IP: Power Supply Status

F5 BIG-IP: System Configuration
F5 BIG-IP: Temperature

F5 BIG-IP: vCMP VM Configuration

F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:
F5 BIG-IP LTM:

Host Resource

Node Configuration

Node Discovery

Node Performance

Pool Configuration

Pool Discovery: Non-Default Pools
Pool Discovery: Virtual Server Default Pools
Pool Member Configuration

Pool Member Discovery

Pool Member Performance

Pool Performance

Virtual Server Configuration
Virtual Server Discovery

Virtual Server Performance

: Configuration

Net SNMP: CPU
Net SNMP: Physical Memory

Net SNMP: Swi

ap

To discover all of the component devices in the BIG-IP system, you must manually align the "F5

BIG-IP LTM: Service Discovery" Dynamic Application with the BIG-IP root device. For instructions
on how to do this, see the section on Manually Aligning the Dynamic Application with the
BIG-IP Root Device.

If these Dynamic Applications are not aligned during discovery, perform the following steps to add them
manually:

1. Go to the Device Properties page (Registry > Devices > wrench icon) for the BIG-IP system.

2. Click the [Collections] tab. The Dynamic Application Collections page appears.

17 Aligning F5 BIG-IP Dynamic Applications



3. Click the [Actions] button and then select Add Dynamic Application. The Dynamic Application
Alignment page appears:

Dynamic Application Alignment Reset

Bulk Snippet Performance:
Database Performance:
Power Shell Config:
PowerShell Performance:
Snippet Configuration:
|_F5 BIG-IP LTM: Service Discovery
|_F5 BIG-IP LTM: Virtual Server Discovery
|_F5 BIG-IP LTM: Pool Discovery: Virtual Server
|_F5 BIG-IP LTM: Pool Member Discovery
|_F5 BIG-IP LTM: Mode Discovery
|_F5 BIG-IP LTM: Mode Configuration
|_F5 BIG-IP LTM: Pool Member Configuration
|_F5 BIG-IP LTM: Pool Configuration
|_F5 BIG-IP LTM: Virtual Server Configuration
|_F5 BIG-IP LTM: Peel Discovery: Mon-Default P
Snippet Journal:
Snippet Performance:
|_F5 BIG-IP LTM: Mode Performance
|_F5 BIG-IP LTM: Pool Member Performance
|_F5 BIG-IP LTM: Pool Performance
|_F5 BIG-IP LTM: Virtual Server Performance

Dynamic Applications Credentials
|f5 | Default:
= = = Default SMMP Credential
Bulk Snippet Configuration: -
e J SNMP:

|_Cisco SHNMPv3 - Example
|_Cisco SMMPV2 - Example
|_IPSLA Example
|_Mexus snmp
|_EMT Default V2
|_EMT Default V3
|_SHMP Public %1
|_SNMP Pubdic W2
|_LifeSize: Endpoint SHMP
|_Internal

Database:
|_EMT Collector Database
|_EMT7 DB
|_EMT Central Database

SOAP/XML Host:
|_Amazon Web Services Credential
|_CUCM PerfmonService 8.0 Example
|_UCs
|_Metfpp wiSSL Option Off
|_MetApp wiSSL Option

" I |_Polycom - System
SNMP Configuration: |_Polycom - Advanced

|_F5 BIG-IP: System Configuration - - ——_ -

4. Inthe Dynamic Applications field, select the Dynamic Application that you want to align to the BIG-IP
system.

5. Inthe Credentials field, select the SNMP credential for the BIG-IP system.
6. Click the [Save] button.

Manually Aligning the "F5 BIG IP LTM: Service Discovery" Dynamic
Application with the BIG-IP Root Device in the SL1 Classic User
Interface

When you run discovery, the "F5 BIG-IP LTM: Component Counts" Dynamic Application is automatically aligned
with the F5 BIG-IP system. This Dynamic Application enables you to determine the number of component devices
in your BIG-IP system that will be discovered.

To determine the BIG-IP component device count:

1. Go to the Device Manager page (Registry > Devices > Device Manager).
2. Click the wrench icon ( 9') for the BIG-IP system.

3. Inthe Device Administration panel, click the [Collections] tab. The Dynamic Application Collections
page displays.

Aligning F5 BIG-IP Dynamic Applications 18



4. Click the plus icon (+) for the "F5 BIG-IP LTM: Component Counts" Dynamic Application. If collection for

the Dynamic Application was successful, the graph icons (d) for the "F5 BIG-IP LTM: Component Counts"
presentation objects are enabled:

Dynamic Application™ Collections

Dynamic Application jie} Poll Freguency Credential
Presentation Obisct + Mersion Pid Found Coliecting

+ ________l

Misc Collection Obiect » Cid Found Collecting Edited By

oiute | 4]
-+ F5 BIG-IP: Interface Usage (64Bit) 1222 Smins SHMP Perfermance Default SNMP Credential f[:]
+ -— EL]
-+ Met-SNMP: CPU SMNMP Performance Default SNMP Credential y[:]
+ _-— 7|8
-+ HNet-SNMP: Swap SHMP Performance Default SHMP Credential y[:]
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5. Click a graph icon (ﬂ) for any of the "F5 BIG-IP LTM: Component Counts" presentation objects to view the
collected data for that presentation object. The Device Performance page displays the number of

components that are being monitored.

[ | o

From:

[ [Tor |

¥ Overview [ options | Report ] F5 BIG-IP LTM: Component Counts | LTM Node Count
b Fie Systems (zoom [ & [ 12 [FDT Max |

b Hetwork Interfaces

b Net-SHMP: CPU

b HNet-SHMP: Physical biemory

P Net-SHMP: Swap 208

b F5 BIG-IP: Performance

» FS BIG-IP: Interface Usage (84Bit] |5 5

¥ F3 BIG-IP LTM: Component Counts
LTM Pool Member Count
LTM Virtual Server Count
LTM Node Count
LTM Virtual IP Count
LTM Pool Count

2015-08-27 07:30:00
LTM Node Count: 21

[
.-
TypeiLabel Graph Type Trend Mouss-over
Date Range Selection:
o % UNod[ie v ¥

Start [08/25/2015 08:46:37 |
End (08/27/2015 08:46:37 | FH

Set

Custom

|

b

Max
|

Aligning F5 BIG-IP Dynamic Applications



After verifying the number of component devices that will be discovered, perform the following steps to start
component device discovery by aligning the "F5 BIG-IP LTM: Service Discovery" Dynamic Application with the
BIG-IP root system:

1. Go to the Device Properties page (Registry > Devices > wrench icon) for the BIG-IP system.
2. Click the [Collections] tab. The Dynamic Application Collections page appears.

3. Click the [Actions] button and then select Add Dynamic Application. The Dynamic Application
Alignment page appears:

Dynamic Application Alignment Reset

Dynamic Applications Credentials
hg, | Default: o~
|_Default SNMP Credential
SNMP:
|_Cisco SMMPv3 - Example
|_Cisco SNMPV2 - Example

Bulk Snippet Configuration: -
Bulk Snippet Performance:

Database Performance:

PowerShell Config:

PowerShell Performance: |—:ESLA ETufs
Snippet Configuration: LEI':KFUES?mﬁVz
|_FS BIG-IP LTM: Service Discovery I—EW sz:ﬂrt vl
|_F5 BIG-IP LTM: Virtual Server Discovery |_SNMP Public V1
|_F5 BIG-IP LTM: Pool Discovery: Virtual Server |:SNMP Pubiic V2

|_F3 BIG-IP LTM: Pool Member Discovery T -
|_F5 BIG-IP LTM: Node Discovery I_:-rieslzel- Endpoint SNMP
|_F5 BIG-IP LTM: Mode Configuration |_Interna

|_F5 BIG-IP LTM: Virtual Server Configuration
|_F5 BIG-IP LTM: Pool Discovery: Mon-Default P

) Database:
|_F5 BIG-IP LTM: Pool Member Configuration
I_F5 BIG-IP LTM: Pool Configuration :—Em; g;"emr T

|_EMT Central Database

SOAP/XML Host:

Snippet Performance: |_Amazon Web Services Credential
|_F5 BIG-IF LTM: Node Performance :—Sgg“ betinnsenacels LB
|_F5 BIG-IP LTM: Pool Member Performance - .

LF5 BIG-IP LTM: Pool Performance |_Netinp w/SSL Option OFf
_FS BIG-IP LTM: Virtual Server Performance I—ggﬁ‘;ﬁ: v gf;eﬁf"'”“
SNMP Configuration: -

Snippet Journal:

- . |_Polycom - Advanced
|_F5 BIG-IP: System Configuration - e -

4. In the Dynamic Applications field, select F5 BIG-IP LTM: Service Discovery.
5. Inthe Credentials field, select the SNMP credential for the BIG-IP system.
6. Click the [Save] button.

Viewing Component Devices

When SL1 performs collection for the F5 BIG-IP system, SL1 will create component devices that represent each
device and align other Dynamic Applications to those component devices. Some of the Dynamic Applications
aligned to the component devices will also be used to create additional component devices. All component
devices appear in the Device Manager page just like devices discovered using the Sciencelogic discovery
process.

Viewing Component Devices



In addition to the Device Manager page, you can view the F5 BIG-IP system and all associated component
devices in the following places in the user interface:

» The Device Investigator page (Devices > Map) modal page displays a map of a particular device and all
of the devices with which it has parent-child relationships. Double-clicking any of the devices listed reloads
the page to make the selected device the primary device:

Device View Reset Guide

B Component Mapping

» The Device Components page (Devices > Device Components) displays a list of all root devices and
component devices discovered by SL1 in an indented view, so you can easily view the hierarchy and
relationships between child devices, parent devices, and root devices. To view the component devices
associated with an F5 BIG-IP system, find the BIG-IP device and click its plus icon (+):

Device Components | Devices Found [9] Actions Reset Guide
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Device Current Collection Collection
Device Name IP Address Category Device Class | Sub-class DiD Organization State Group State
LARN ., this is_an-exiremely-long pool name in-ard} - Appiication F5 Networks, Inc. | BIG-IP LTM Pool 1561  System A\ Healthy [[¢1T¢) Active moRaE |
2 — _ w - Application F5 Networks, Inc. | BIG-IP LTM Virtual Server 1578 System _ cue Active moeE
Device Current Collection Colection
Device Name = 1P Address Category Device Class | Sub-class DiD Organization State Group State
AR . pooii72030000001 | B Applcation  F5 Neworks, Inc. | BIG-IP LTM Pool 1599 System T cue Active MR
Device Current Callection Caleciion
Device Name * IP Address Gategory Device Class | Sub-oiass DD Organization State Group Sta
1 — _U - Application FS Networks, Inc. | BIG-IP LTM Pool Membe 1620 System _mx; Active mER
Device Current Collection Callection
Device Name * 1P Address Gategory Device Class | Sub-slass DD Organization State Group State
1 | B flnode-i72030-000.001 W - Appication  FS Networks, Inc. | BIG-IPLTM Nede 1640 System |1\ Notice | cUG Active mMORE |
3+ _U - Application FS5 Networks, Inc. | BIG-IP LTM Virtual Server 1580 System _DHG Active MmO
4+ | B flvs-172-030-128.003 00 W - Application F5 Networks, Inc. | BIG-IP LTM Virtual Server 1576 System |Gt cuc Active mORE
S+ | 2 fjvs-172-030-128-004 W - Appiication FS Networks, Inc. | BIG-IP LTM Vintual Server 1564  System [ i{Notice | cue Active mMEOF |
6+ | 2 fflvs-172-030-128-00s W - Application F5 Networks, Inc. | BIG-IP LTM Virtual Server 1570 System St cus Active IR AL
7.+ _U - Appiic ation F5 Networks, Inc. | BIG-IP LTM Vitual Server 1579 System _cu(; Active mIRE |
8 + _ w - Application F5 Networks, Inc. | BIG-IP LTM Virtual Server 1577 System _ cue Active mOE
9 + _U — Application FS Networks, Inc. | BIG-IP LTM Virtual Server 1567  System _cu(; Active mERE |
10+ | B fjvs-i72050-1280008 0 000000000W - Application F5 Networks, Inc. | BIG-IP LTM Virtual Server 1566 System [FiiiGteen cue Active mIRE
L+ | B fjvs-72-030-128000 000 W - Application FS Networks, Inc. | BIG-IP LTM Vitual Server 1568  System [ i{Notice | cuc Active mORE |
12+ | @ fvs-i72-030-128-011 W - Application F5 Networks, Inc. | BIG-IP LTM Virtual Server 1569 System |Gty cuc Active WA
13, + _U - Application F5 Networks, Inc. | BIG-IP LTM Vitual Server 1581 System _cua Active =mERE |
14 + _ L] - Appiic ation FS Networks, Inc. | BIG-IP LTM Virtual Server 1571 System _ cuG Active mIRE
15 + _g - Application FS Networks, Inc. | BIG-IP LTM Virtual Server 1572 System _uu(; Active mERE | |
16. + _ w -~ Application F5 Networks, Inc. | BIG-IP LTM Virtual Server 1573 System _ cue Active mORE
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18+ | @ fjvs-72030-128017 W - Application FS Networks, Inc. | BIG-IP LTM Virtual Server 1575 System |Gty cue Active mIREL _
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* The Component Map page (Maps > Classic Maps > Device Maps > Components) allows you to view
devices by root node and view the relationships between root nodes, parent components, and child
components in a map. This makes it easy to visualize and manage root nodes and their components. SL1
automatically updates the Device Component Map as new component devices are discovered. SL1 also
updates each map with the latest status and event information. To view the map for an F5 BIG-IP system, go
to the Device Component Map page and select the map from the list in the left NavBar. To learn more
about the Device Component Map page, see the Views manual.

Device Component Map

Amange Map -
Link Lengin———— 1004,

)

Trace Filter Screenshat

. Inc. Al rights reserved. 7.6.0.1.a - build 31

Viewing Component Devices in the SL1 Classic User Interface

When SL1 performs collection for the F5 BIG-IP system, SL1 will create component devices that represent each
device and align other Dynamic Applications to those component devices. Some of the Dynamic Applications
aligned to the component devices will also be used to create additional component devices. All component

devices appear in the Device Manager page just like devices discovered using the Sciencelogic discovery
process.
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In addition to the Device Manager page, you can view the F5 BIG-IP system and all associated component
devices in the following places in the user interface:

* The Device View modal page (click the bar-graph icon [f.‘] for a device, then click the Topology tab)
displays a map of a particular device and all of the devices with which it has parent-child relationships.
Double-clicking any of the devices listed reloads the page to make the selected device the primary device:

Device View Reset Guide

I Component Mapping

e The Device Components page (Registry > Devices > Device Components) displays a list of all root
devices and component devices discovered by SL1 in an indented view, so you can easily view the hierarchy
and relationships between child devices, parent devices, and root devices. To view the component devices
associated with an F5 BIG-IP system, find the BIG-IP device and click its plus icon (+):

Device Components | Devices Found [9] Actions Reset Guide
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» The Device Component Map page (Classic Maps > Device Maps > Components) allows you to view
devices by root node and view the relationships between root nodes, parent components, and child
components in a map. This makes it easy to visualize and manage root nodes and their components. SL1
automatically updates the Device Component Map as new component devices are discovered. SL1 also
updates each map with the latest status and event information. To view the map for an F5 BIG-IP system, go
to the Device Component Map page and select the map from the list in the left NavBar. To learn more
about the Device Component Map page, see the Views manual.

Device Component Map

om:- 8
? o ———
o A ] —
g
= 5 =
P EEUEREEEEEEEEEEEE
‘MND;ES
] Links
@® state
MOWDE
Shapes
o alaloloNoio oiololocloiolclolololololio
[ Images.
R R

Viewing Component Devices 24



Chapter

F5 BIG-IP Dashboards

Overview

The following sections describe the device dashboards that are included in the F5 BIG-IP PowerPack:
This chapter covers the following topics:

Device Dashboards ... 25

Device Dashboards

The F5 BIG-IP PowerPack includes device dashboards that provide summary information for F5 BIG-IP LTM
component devices. Each of the device dashboards in the F5 BIG-IP PowerPack are set as the default device
dashboard for the equivalent device class.
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The F5: BIG-IP LTM Node device dashboard displays the following information:

* Vitals (Current)

* Vitals (Average)

e Tickets and Events
* Bytes Sent/Received
¢ Connections

¢ Sessions
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The F5: BIG-IP LTM Pool device dashboard displays the following information:

¢ Vitals (Current)

¢ Vitals (Average)

e Tickets and Events
¢ Bytes Sent/Received
¢ Connections

e Requests



F5: BIG-IP LTM Pool Member
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The F5: BIG-IP LTM Pool Member device dashboard displays the following information:

¢ Vitals (Current)

¢ Vitals (Average)

¢ Tickets and Events

¢ Bytes Sent/Received

¢ Packets Sent/Received

¢ Connections




F5: BIG-IP LTM Virtual Server
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The F5: BIG-IP LTM Virtual Server device dashboard displays the following information:

* Virtual Server Availability
* Vitals (Current)

* Vitals (Average)

e Tickets and Events

* Bytes Sent/Received

* Packets Sent/Received
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F5: BIG-IP Root Device
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The F5: BIG-IP LTM Root Device device dashboard displays the following information:

¢ Vitals (Current)

¢ Vitals (Average)

¢ Tickets and Events

¢ F5 Component Breakdown
¢ F5 Memory Vitals

¢ F5 CPU Vitals
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Please note that laws concerning use of trademarks or product names vary by country. Always consult a
local attorney for additional guidance.

Other

If any provision of this agreement shall be unlawful, void, or for any reason unenforceable, then that
provision shall be deemed severable from this agreement and shall not affect the validity and enforceability
of any remaining provisions. This is the entire agreement between the parties relating to the matters
contained herein.

In the U.S. and other jurisdictions, trademark owners have a duty to police the use of their marks. Therefore,
if you become aware of any improper use of Sciencelogic Trademarks, including infringement or
counterfeiting by third parties, report them to Science Logic’s legal department immediately. Report as much
detail as possible about the misuse, including the name of the party, contact information, and copies or
photographs of the potential misuse to: legal@sciencelogic.com. For more information, see

https://sciencelogic.com/company/legal.



mailto:legal@sciencelogic.com
https://sciencelogic.com/company/legal
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