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Chapter

Introduction

Overview

This manual describes how to monitor Microsoft Azure resources that are managed with Azure Resource
Manager (ARM) in SL1 using the Microsoft: Azure PowerPack.

The following sections provide an overview of Microsoft Azure and the Microsoft: Azure PowerPack:

WRGE IS AZUI@2 ... 4
What Does the Microsoft: Azure PowerPack Monitor? ... 5

What are Azure LoCatONSE ... 6
Installing the Microsoft: Azure PowerPack ... . . .. . . 7

NOTE: Sciencelogic provides this documentation for the convenience of Sciencelogic customers. Some of
the configuration information contained herein pertains to third-party vendor software that is subject
to change without notice to Sciencelogic. Sciencelogic makes every attempt to maintain accurate
technical information and cannot be held responsible for defects or changes in third-party vendor
software. There is no written or implied guarantee that information contained herein will work for all
third-party variants. See the End User License Agreement (EULA) for more information.

What is Azure?

Azure is a Microsoft service that provides both infrastructure and platform capabilities for cloud computing. Azure
enables users to build, deploy, and manage applications and services using Microsoft data centers, and offers
users numerous capabilities such as website hosting, virtual machine creation, data management, business
analytics, and media services.

What is Azure? 4



What Does the Microsoft: Azure PowerPack Monitor?

To monitor Microsoft Azure resources using SL1, you must install the Microsoft: Azure PowerPack. This PowerPack
enables you to discover, model, and collect data about Azure resources.

The Microsoft: Azure PowerPack includes:

* Dynamic Applications to discover, model, and monitor performance metrics and/or collect configuration

data for the following Azure resources:

[0}

[0}

Active Directory tenants
Application gateways
Application services

Azure Cache for Redis
Azure Database for MySQL

Azure Database for PostgreSQL

Azure Functions

Azure Kubernetes Services (AKS)

Azure Service Buses (Relay)
Batch Accounts

Content Delivery Networks
Cosmos DB accounts

DNS zones

ExpressRoute circuits
ExpressRoute gateways
Function apps

Key Vaults

Load balancers

Managed storage disks
Network security groups
Recovery Services vaults
Resource groups

Site recovery configurations
SQL databases

SQL servers

Storage accounts

Traffic Manager profiles

What Does the Microsoft: Azure PowerPack Monitor?



° Virtual machine scale sets

° Virtual machines

° Virtual network subnets

° Virtual network gateways

° Virtual networks

° Web apps

° Web Application Firewalls (WAF)

* Device Classes for each Azure data center location and all of the Azure resources SL1 monitors

» Event Policies and corresponding alerts that are triggered when Azure resources meet certain status criteria
» Example credentials you can use as templates to create SOAP/XML credentials to connect to Azure

e A Credential Test to ensure that your Azure credential works as expected

e Run Book Action and Automation policies that can automate certain Azure monitoring processes

What are Azure Locations?

An Azure location is an individual data center located in a specific geographic locale. The Dynamic Applications
in the Microsoft: Azure PowerPack create a "location" component device for each discovered data center
location.

The PowerPack supports the following Azure data center locations:

 Australia Central (Canberra)

* Australia Central 2 (Canberra)
 Australia East (New South Wales)
 Australia Southeast (Victoria)

* Brazil South (Sao Paulo)

» Canada Central (Toronto)

e Canada East (Quebec)

» Central India (Pune)

» Central US (lowa)

* China East (Shanghai)

* China East 2 (Shanghai)

» China North (Beijing)

» China North 2 (Beijing)

» East Asia (Hong Kong)

e East US (Virginia)

e East US 2 (Virginia)

» France Central (Paris)

What Does the Microsoft: Azure PowerPack Monitor2 6



* France South (Marseille)

e Germany Central (Frankfurt)

» Germany North

e Germany Northeast (Magdeburg)

e Germany West Central

e Japan East (Saitama)

e Japan West (Osaka)

e Korea Central (Seoul)

e Korea South (Busan)

e North Central US (lllinois)

e North Europe (Ireland)

e South Central US (Texas)

» South India (Chennai)

» Southeast Asia (Singapore)

e US DoD Central (for Microsoft Azure Government only)
e US DoD East (for Microsoft Azure Government only)

e US Gov Arizona (for Microsoft Azure Government only)
e US Gov lowa (for Microsoft Azure Government only)

e US Gov Texas (for Microsoft Azure Government only)

e US Gov Virginia (for Microsoft Azure Government only)
e UK South (London)

» UK West (Cardiff)

* West Central US

* West Europe (Netherlands)

* West India (Mumbai)

* West US (California)

* West US 2

Installing the Microsoft: Azure PowerPack

Before completing the steps in this manual, you must import and install the latest version of the
Microsoft: Azure PowerPack.
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NOTE: The following instructions describe how to install the Microsoft: Azure PowerPack for the first time. If
you are upgrading to the latest version from a previous version, see the
Microsoft: Azure PowerPack Release Notes for specific upgrade instructions.

TIP: By default, installing a new version of a PowerPack overwrites all content from a previous version of that
PowerPack that has already been installed on the target system. You can use the Enable Selective
PowerPack Field Protection setting in the Behavior Settings page (System > Settings > Behavior) to
prevent new PowerPacks from overwriting local changes for some commonly customized fields. (For
more information, see the System Administration manual.)

To download and install a PowerPack:

1. Download the PowerPack from the Sciencelogic Support Site.

Go to the PowerPack Manager page (System > Manage > PowerPacks).

In the PowerPack Manager page, click the [Actions] button, then select Import PowerPack.

M N

The Import PowerPack dialog box appears:

Import PowerPack™

|Browse forfile... | Browse . |
License: | |

5. Click the [Browse] button and navigate to the PowerPack file.

6. When the PowerPack Installer modal appears, click the [Install] button to install the PowerPack.

NOTE: If you exit the PowerPack Installer modal without installing the imported PowerPack, the imported
PowerPack will not appear in the PowerPack Manager page. However, the imported PowerPack
will appear in the Imported PowerPacks modal. This page appears when you click the [Actions]
menu and select Install PowerPack.

Installing the Microsoft: Azure PowerPack
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Chapter

Configuration and Credentials

Overview

The following sections describe how to configure Microsoft Azure resources for monitoring by SL1 using the
Microsoft: Azure PowerPack:

NOTE: The Microsoft: Azure PowerPack can monitor Microsoft Azure resources, Microsoft Azure
Government resources, and Microsoft Azure resources in Germany and China regions.

Configuring an Azure Active Directory Application ... 10
Creating an Active Directory Application in the Azure Portal ... . . . ... 10
Adding Microsoft Graph APIs Permissions to the Application ... 12
Generating the Secret Key . 14
Locating the Application ID and Tenant ID ... . 15
Locating the Subscription D . 15
Adding Reader Access to the Active Directory Application ... . 16
Setting Up @ Proxy Server . 18

Creating a SOAP/XML Credential for Azure ... 18
Load-Balancing an Account with Multiple Subscriptions ... . . 21

Testing the Azure Credential ... . . 21
Testing the Azure Credential in the SLT Classic User Interface ... 23



Configuring an Azure Active Directory Application

To create a SOAP/XML credential that allows SL1 to access Microsoft Azure, you must provide the following
information about an Azure application that is already registered with an Azure AD tenant:

» Application ID

* Subscription ID (if monitoring a single subscription)

e TenantID

» Secret key

To capture the above information, you must first create (or already have) an application that is registered with
Azure Active Directory. The registered application must have Reader access in the subscription. You can then
enter the required information about the application when configuring the SOAP/XML credential in SL1. The
registered application and the Sciencelogic credential allow SL1 to retrieve information from Microsoft Azure.

TIP: For details on registering an Azure application, see https://docs.microsoft.com/en-us/azure/active-
directory/develop/quickstart-register-app.

Creating an Active Directory Application in the Azure Portal

When configuring a SOAP/XML credential in SL1, you must provide the application ID, subscription ID, tenant ID,
and secret key of an application that is registered with Azure Active Directory. You will use this registered
application to authenticate your Azure account.

NOTE: You must have Service Administrator rights to create an Azure Active Directory application.

To create an application in Azure and register it with Azure Active Directory:

1. Log in to the Azure portal and type "active directory" in the Search field at the top of the window.

10 Configuring an Azure Active Directory Application
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2. From the search results, select Azure Active Directory, and then click App registrations. The App
registrations page appears:

o azureteamsciencelogic (Default Directory) - Overview

4

Cearch = o" Samch dreciony B Dlate directory

0 Overvew
azunseamcienceiogec onmeCrosoit.oom

. Gating datad azureteamsciencelogic (Default Directory)
Azure AD Free

Mansge
- Uy Sign-ing
*

s Croups
W5 Organizational relationships

To sew gagr-in data your crganizaton rasds Aoure AD
aa  Folesand sdministraton Preenium & or B2

1471 a free tnal
B Erterpose appbcations i o
B Cevices
B app regtrations I
B app registrations (Legacy) What's I Agure AD
& idenbiy Governance Stay up ta date with the latest relasse notes and Diog posts
B application phoy 25 entries urce February 20, 20013 Wiew archre of
e LaCendes

(25} Mror fpature
@ Agure AD Conrect :
e Growup Mgy » Colllbarpton

Cudler Somn nkmad April 30 2009

& Repoating (3)

P Micbily (MDA and haam)

3rd Farly inbegration 4l

Configure a naming policy for Office 365 groups in Azure AD portal (Public

3. Click the [New registration] button.

azureteamsciencelogic (Default Directory) - App registrations

Azisre Active Deciory - PREVIEW

O Overview - All applications  Owned applications  Applications from personal account

' Getting started Fe]

Manage DISPLAY NAME APPLICATION {CLIENT) 1D
 Users Mo results

w4 Groups

85 Organizational relationships
Roles and administrators

Enterprise applications

M

L]

B Devices
B App registrations

B app registrations

E' application proxy

% Licenses

<P Azure AD Connect

« Custom domain names

& Mobility (MDM and MANM)

Password reset
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4. When the Register an application page appears, enter your application's registration information:
e Name. Type a name for the application.
« Supported account types. Select Accounts in this organizational directory only.

o Redirect URI (optional). Select Web in the drop-down menu and type a valid URL.

Register an application

* Name

The user-facing display name for this application (this can be changed later).

([ sciencelegic Monitering D

Supported account types

Wha can use this application or access this APIT

(: Accounts in this organizational directory only (azureteamsciencelogic (Default BlredoryD

) Accounts in any organizational directory

Accounts in any organizational directory and personal Microsoft accounts (e.g. Skype, Xbox, Cutlook.com)

Help me choase..

Redirect URI (optional)

‘We'll return the authentication response to this URI after successfully authenticating the user, Providing this now is
optional and # can be changed later, but a value is required for most authentication scenarios.

ngh v | [ https://iocalhost com . )

By proceeding, you agree to the Microsoft Platform Policies

(===

5. Click the [Register ]button. A message appears confirming that your application was added.

Adding Microsoft Graph APIs Permissions to the Application

By default, any new Application has Microsoft Graph APl permission. At a minimum, the Microsoft Graph APls
must have permission to directly read data.

To add the Microsoft Graph APls:

1. Inthe Search field of the Azure portal (https://portal.azure.com), type "active directory".
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2. Click [App registrations], and then click on the name of the Azure Active Directory application you will use

to authenticate your Azure account.

3. Click API Permissions, and then click [Add a permission]. Next, select the Microsoft Graph option.

Microsoft Azure

)

Home > (Ofauk Directary) - App regisirations Preview) > Sciencelogic Mondoring - AP permissions Request APl permissions
Sci | - APl h
Select an API
«
- Microsoft APls | 2 ses My AP
[rip— APl permissions ool
“ Quidstart Applcations are authorized to use APls by requesting permissions, These permissions shawul  Commonly used Microsaft APl
i Microsoft Graph m
" EE—— s m o B
B Sranding e i — Security, 2nd Windows 10 Access Azure AD, Excel, Intune, Outlook/Exchange Onebrve . X
OneNote, SharePoint, Planner, and mare thiough a single endpoint. B =<
D Authentication
 Microsot Grph 1
Certficates & secrets
UserResd Delegated  Sign in and read «
i 2 By movveen (1) Aaure Koy vaute A, AavreService Management
These are the permissians that this application requests statically. You may ako request user ¢ avrc . sswel a5 the
9 Expose a0, able permissions dynamicall through code. See best practices for requesting permissians sppiicationsn the cloud keys, screts, and cort functionsiy
P KeyVauks portsl
B Manifest
Grant consent & Dymamics 165 Business Central ]| 0ffice 365 Management APls B stoerom
Support » Troubleshooting
45 an adminisirator, you can grant consert on behalf of all users in this directory, Granting adh P —
ool sers means that end users wil not be shown a consent: screen when using the application functineity. 4365 Business tem, and poley
Atroublintioliy Centnl from Office 355 and Azure AD activiey
8 New suppor request [ Comtiin comst tor sewctmaciomciogh Dekeat iscion)
() siope for Business nq Visual Studio Team Services
Integrate resl-time presence. secuse Integrate with Visual St Team
" Server (175 accounts

4. Inthe Request APl permissions pane, under Select permissions, click the arrow next to Directory to open

the submenu and select the checkbox for Directory.Read.all permission.

52
Home > azureteamsciencelogic (Default Directary) - App registrations (Preview) > Sciencelogic Mantoring - AP| permissions Request API permissions E
Sci i itoring - APl issi on
pec Al APt

“ Microsoft Graph
B Overview APl permissions hitps:/fgraphmicrosoftcomy  Diocs

What type of permissions does your application require?

“ Quidstart Applications are authorized to use APis by requesting permissions. These permissions show uf
grant/deny access.
Delegated permistions Application permisions
g Your 3 Your
; sgned-in s,
& sranding [T ——— po orscamon
D mnrerticaion - Select permissions epand
Certficates & secrets
Usexiead Delegated  sign in and read ¢

> APl permissions

PirawssiON oM CONSINT REGURED
g n i These are the permissions that this application requests statically, You may alse request user ¢

B tposean A able permissians dynamically through code. See best pracices for requesting permissions .

i ¥ Accessheview
Owners

W ¥ Application

Grant consent » Audittog
Support - Troublesmact
e ™ A5 an administrator, you can grant consen on behaf of alluses inths dicectory, Granting adh
X Troubleshooting users means that end users wil nt be shown a consent screen when using the application. Sl
2 New support request Grant adimin consentforazueeiesmaclencelogie {Defauh Diveciony) » cals

» ChanneiMessage

»chat
» contacts
» Device
= Directary ()
Diectoryhead Al
B s dvecory doa o
ves

5. After you have added the Read directory data, in the APl permissions page, click the [Add Permissions]
button.

6. Click [Grant admin consent for [Directory Name]].
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7. A pop-up window appears asking if you grant consent for the required permissions for all accounts in your

directory. Click [Yes].

Microsoft Azure

anureteamscies faut Directary) - App registrations (Preview) * Seiencelogic Monitaring - API permissions

Sciencelogic Monitoring - APl permissions

«
B overview

% Quickstart

Manage

Do you want to grant consent for the requested permissions for all accounts in aiureteamscienceiogic (Default Directory)? Tris will update any existing sdenin consent necords this application aiveady has to match what i fisted
below

& sranding

D Authentication e o
SchIFTION

Centificates & secrts

API permissions
& Epoie an 291 Application  Read directory data

I Owners Dedegated

B Manfest These are the permissions that this spplication requests statically. You may also request user consent
able permissions dynamically through code, See best praciices far requesting permssions

Support « Troublechooting

K Troubleshosting
Grant consent

EoFP SN O -~

3 New support request

user: that end users will nat be she

n using the application.

Sign in and read user profle

A5 a1 BdminSIeator, you €3N grant consent on BENaIf of all uLers in his dieectory, Gearting admin consent for a1

AN COMSINT RIGUID

Yes . Not granted for aruretesrms,

Generating the Secret Key

When configuring a SOAP/XML credential for Azure in SL1, you need to provide a secret key for the Azure Active

Directory application that you will use to authenticate your account.

To generate a secret key:

1. Log in to the Azure portal at https://portal.azure.com, and type "active directory" in the Search field at the

top of the window.

2. From the search results, select Azure Active Directory, and then click App registrations.

3. Select the app and then click [Certificates & secrets].

4. Inthe Client secrets pane, click [+ New client secret].

Microsoft Azure

Sciencelogic Monitoring - Certificates & secrets

Home » azureteamsciencelog fault Directory) - App registrations (Preview)

Sciencelogic Monitoring - Certificates & secrets

«
Add a client secret
B overview

€4 Quickstart

Manage

& Branding

®) In 1 year
In 2 years
Never

2D Authentication

Certificates & secrets

> API permissians =
.»\sd Cancel
& Expose an API Z

B Owners

B Mondest Client secrets

A secret string that the application uses to prove its identity when requesting a token. Also can be referred to as application password.

DESCRIPTION EXPIRES VALUE

Support + Troubleshooting
K Troubleshooting

2 New support request

Mo client secrets have been created for this application,
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5. Inthe Add a client secret pane, type a name in the Description field and select a duration in the Expires
field.

6. Click [Add] to generate the secret key. A new key value displays in the Client secrets pane.

7. Copy and save the key value.

Locating the Application ID and Tenant ID

When configuring a SOAP/XML credential for Azure in SL1, you need to provide the Application ID of the Azure
Active Directory application you will use to authenticate your Azure account.

To locate the Application ID:

1. Log in to the Azure portal at https://portal.azure.com, and type "active directory" in the Search field at the
top of the window.

2. From the search results, select Azure Active Directory, and then click App registrations.

3. Click the name of the Active Directory application you will use to authenticate your Azure account. The
Application ID and Tenant ID appear in the Overview section.

Microsoft Azure D Search re » > B @ 4

Home > azureteamsciencelogic (Default Directory) - App registrations (Preview) > Sciencelogic Monitoring

Sciencelogic Monitoring

“, @ odete @ Endpoints

B overview

@ Quickstart

Manage

& sranding
D Authentication
Certificates & secrets Call APIs Documentation

» 4P| permissions F—N ES
@ Expose an APl &:
B om =9
H D

¥ owners >

F: I 23

i Manifest
e Build more powerful apps with rich user and business data

from Microsoft services and your own company’s data

Support » Troubleshooting Sources,
X Troubleshooting View API Permissions

4 New support request
Sign in users in 5 minutes
O 11 Lol
. a=

Use our SDKs to sign in users and call APis in a few steps

View all quickstan guides

4. Copy and save the values in the corresponding credential fields.

Locating the Subscription ID

If you are monitoring only a single Azure subscription, you must provide the Subscription ID of the Azure Active
Directory application you will use to authenticate your account when you configure your SOAP/XML credential for
Azure in SLT.

NOTE: If you are monitoring an account with multiple child subscriptions, you can skip this section.
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To locate the Subscription ID:

1. Inthe left pane of the Azure portal (https://portal.azure.com), click [Subscriptions].

2. Copy and save the Subscription ID of the subscription where you created the Azure Active Directory
application you will use to authenticate your account.

Microsoft Azure P adive directory
Home > Subscriptions
Create a resource Subscriptions & X
= c (Defeut Dir
All services
=+ 4dd
*  FAVORITES
Shawing subscriptions in azureteamseiencelogic (Default Directory). Don't see a subscription? Switch directories
A e My role @ Status @

@) Resource groups 7 selected || 3selected

© op senices

Show only subscriptions selected in the global subscriptions filter @

B8 virtual machines

[Fad
BB Storage accounts
suBsCRIPTION suBSCRIPTION ID My RoLE cURRENT cosT status
¥ subscriptions
AZdevelopment | Account admin Not available @ Active
T virtual machine

B Network interfaces

Adding Reader Access to the Active Directory Application

To allow Sciencelogic to access your Azure account, you must specify the type of access the user whose
information you will use in your SOAP/XML credential has to the Active Directory application used to authenticate
your account. Use the Reader access role, which is a read-only user that can view everything but cannot make

changes.
To specify the access role to the Azure Active Directory application:

1. Inthe left pane of the Azure Portal (https://portal.azure.com), click [Subscriptions].

2. Click the name of your subscription, and then click [Access control (IAM)].
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3. Inthe Access Control (IAM) pane, click the [Add] button in the Add a role assignment section.

Microsoft Azure

> AZdevelopment - Access contral IAM)
« # X h‘ AZdevelopment - Access control (IAM)
“ dradd
Showing subscriptions in i
azureteamsciencelogic (Default Directory). &2 Ovaovic _Check access
Dan't see a subscription? & Access contiol (M)
ch dwectorie
My rcle @ X Diagnose and sclve proble. c"""“‘“" . i =
Fri 1T g = 2 Feview the level of access  user. group, senice principal @  Adda role assignment
0 securiy or managed idlentity has to this resource. Learn mare 2
Apply Grant access to resources at this scope
7 Stoow oy subscrctions selecad nth Events find @ by assigning a role to a user, group,
gl i o Aors A waas, g or ek pivi - service principal, or managed identty
e Cost Monsgement
& Cost analysis “
suss.  susscur.
Budgets
y @ View role assignments
AZavto... ST2d1622-81.. 4 Advisor recommendations d
View the users, groups, senvice principals
(et i - and managed identties that have role
ssignments granting them access at this
ChdS... 4dSbcofd-b.. —— scope.
Child 5... 663725b9-1... B Exernal services Learn more (4
ChIdS... dBafegtFdb. payment methads
i ) ©  View deny assignments
Micros... bbi324-f0... & Partrer information i
View the users, groups, senice principals
SO Sy... cl69sec-e. and managed idsntites that have been
denied access to specific actions at this
& Programmatic depk scope.
@) Resource groups
Resources
= Usace + ouotas

Home > Subserptions > AZdevelopment - Access control (AM)
Subscriptions « 2 X i AZdevelopment - Access control (IAM)
+ 2dd € dradd o
n n " & -
Syt © ormien Checkaccess Rolessignments Dy sssgnments  Ciosic aiisyrators Rl -
Don't see a subseription? k@
i A "
* mvomres oy o Access control (M) i -
e v eo satus © X Diagnose and soive proble.. Chect = ) =
e e —— Reviwthe lavl of ccass 8 usar, oroup. senic prncpal ®  Addarole assignmen )
AFresos O Securiy or managed identity has to this resource. Learn more v 3 autodassic
o M oam : ’
Subscriptions Events Find @ by assigning a role o a use
¥ susscrptions ¥Ishow only subscrptions selected in the il Sl [RE—
e Aaure AD uss, group, o service principst - princip 9
Kpp Senices J i adassic@tcapp.onmicrosaftcom
PP Cost Management
B storege Cost analysis — o Agure Team
. azureteam@sciencelogic.com
W virtual machine scale sets Sudgets
& i " ;
B8 etwork ntetaces AZauto., ST201622-8fc b it recommaniaine @ viewrole °
E S B View the users, groups, ser
& Re es vauts Adev... tafedd-d.. _— and managed identiis tha banderton
. i assignments granting them banderton@sdiencelogic.com
App Service plans s @
B 4pp senice p Childs... 4dsbesta-b. e i
© wonitor R S i i View Calfornia Employeesf0e2a00 v
8 yirual machines ) B o Selected members:
i b Payment methods X . No members selected. Search for and add one or more
App registration G o @ View deny sssignivient  mrarisers you v o sssigh o the ol for ths resdimta:
Micros... bbT324-f0, skt Partner information Y Learn more about REAC
p— B  view the users, grovps, ser
) SOy, ciSSSecten Settings and managed identiies tha
QL senvers denied access to specic a
& programmatic deployment scope
) Resource groups View
Resources

5. Inthe Select field, type the name of the Azure Active Directory application you will use to authenticate your
account.
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Home > Subscriptions > AZdevelopment - Access control (IAM) Add role assignment 3
Subscriptions « 2 X #® AZdevelopment - Access control (IAM)
o add ®  deadd
Showing subscriptions in . - o = e = e pe e AD user, group, o service principal v
oont s a subscrion e - D
co tatus @ X Diagnose and solve proble. Chack access:
= > | Fovaens - Review the level of access a user, group, service principal ® Add a role assignment
B i ke O securiy or managed identity has to this resource. Leam more & o ‘Sciencelogic Monitoring
Aoply 1] Grant access to resources ¢
¢ Events find @ by assigning a role to a us¢
s ol subsritons seeced i e o Y . arica pracpa, o manag sdencatoge Monttoring
(] i Cost Management
. T @  View role assignments Sciencelogic Monitoring
B AZauto... 572d1622-8f... % advisor recommendations e q 9
- Azdev... c2Bafcdd-4... by . s
Billing ick srvanigs ntities tha Sciencelogic Monitoring
B . assignments granting them
Child S... 4d5bcofa-b.. Invoices scope.
- Selected members:
Child S. d9afesf-4b. & Payment methods
2 Micros... bbi32é0... s Partner information . ewrdenyasigimen
R view the users, groups ser
- SILO Sy... I695ec3-3e. Settings and managed identities tha
L denied access to specific at
@) Resource groups
"
' Management certificates
& My permissions

6. Select the application from the search results and click [Save].

Setting Up a Proxy Server

Depending on your needs, you can optionally enable SL1 to connect to Azure through a third-party proxy server
such as SQUID. With this configuration, SL1 connects to the proxy server, which then connects to Azure. Azure
relays information to the proxy server and SL1 then retrieves that information from the proxy.

NOTE: You can connect to Azure via a proxy server regardless of whether you are monitoring a single
subscription or an account with multiple child subscriptions. You can connect to Microsoft Azure,
Microsoft Azure Government, and Microsoft Azure Germany and China regions via a proxy server.

NOTE: The Microsoft: Azure PowerPack is certified to work with SQUID version 3.5.12 proxy servers.

If you choose to use a proxy server, configure the third-party proxy server based on the third-party
documentation. Depending on the type of authentication you require, you might need to specify a user name and
password for the proxy server configuration. Also, make a note of the port you opened for the configuration, as
this information is needed when creating the SOAP/XML credential.

Creating a SOAP/XML Credential for Azure

After you note the application ID, subscription ID, tenant ID, and secret key of the application (that is registered
with Azure Active Directory) that you will use to authenticate your Azure account, you can create a SOAP/XML
credential for Azure in SL1. This credential allows the Dynamic Applications in the Microsoft: Azure PowerPack to
communicate with your Azure subscriptions.
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If you want to connect to your Azure account through a third-party proxy server, you must also add the proxy
information in the credential. This applies to Microsoft Azure, Microsoft Azure Government, and the

Microsoft Azure German and Chinese regions.

The Microsoft: Azure PowerPack includes multiple sample credentials you can use as templates for creating

SOAP/XML credentials for Azure. They are:

e Azure Credential - China, for users who connect to an Azure data center in a Chinese region

* Azure Credential - Germany, for users who connect to an Azure data center in a German region
(requires a subscription in Germany or Europe)

* Azure Credential Gov Example, for users who subscribe to Microsoft Azure Government

* Azure Credential Proxy Example, for users who connect to Azure through a third-party proxy server

* Azure Credential Example, for all other users.

To create a SOAP/XML credential for Azure:

1. Go to the Credential Management page (System > Manage > Credentials).

2. Locate the sample credential you want to use and then click its wrench icon ( ?) The Edit SOAP/XML
Credential modal page appears:

Credential Editor [47] x

Edit SOAP/XML Credential #47

New Regat

Basic Setlings
Praofile Name

Content Encoding

Method HTTP \ersion

Soap Options
Embedded Passward [5<F]

|Azure Credential Example

| | [ tesxtioml ]

v | [[POST] | [[HTTPAA] w|

URL [ hitp(s):ffHost:Port/Path | 5.0 = Aligned Device Address | %ol = Aligned Device Host Name |

Embed Value [5o1] Embed Value [3:2]

|https:Mogin microzoftonline comf=TEMAMNT_ID=/oauth2/v2 Oftoken

[<aPP_ID= | [<TENANT_ID= |

HTTP Auth User

HTTP Auth Password

Timeout (secands)

Embed Value [¢3] Embed Value [S=4]

| [120 |

[=suBsCRIPTION_ID= | | |

Proxy Setlings
Hostname/IP

| o

CURL Options

CAINFO -
CAPATH
CLOSEPOLICY
CONNECTTIMEOUT
COOKIE

COOKIEFILE
COOKIEJAR
COOKIELIST

CRLF
CUSTOMREQUEST
DNSCACHETIMEOUT

-

HTTP Headers
+ Add a header

3. Enter values in the following fields:

Basic Settings

o Profile Name. Type a new name for the Azure credential.

Creating a SOAP/XML Credential for Azure
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« Content Encoding. Select text/xml.

o Method. Select POST.

e HTTP Version. Select HTTP/1.1.

e URL. Type the tenant ID in the appropriate place in the URL provided in the sample credential.
o HTTP Auth User. Leave this field blank.

o HTTP Auth Password. Leave this field blank.

o Timeout (seconds). Type "120".

Proxy Settings

e Hostname/IP. If you are connecting to Azure via a proxy server, type the server's hostname or IP
address. Otherwise, leave this field blank.

 Port. If you are connecting to Azure via a proxy server, type the port number you opened when
sefting up the proxy server. Otherwise, leave this field blank.

o User. If you are connecting to Azure via a proxy server using basic authentication, type the server's
administrator username. Otherwise, leave this field blank.

o Password. If you are connecting to Azure via a proxy server using basic authentication, type the
server's administrator password. Otherwise, leave this field blank.

CURL Options

o CURL Options. Do not make any selections in this field.

SOAP Options

o Embedded Password [%P]. Type the secret key for the Azure Active Directory application.
o Embed Value [%1]. Type the Application ID for the Azure Active Directory application.
o Embed Value [%2]. Type the Tenant ID for the Azure Active Directory application.

o Embed Value [%3]. If you are monitoring only a single Azure subscription, type the Subscription ID
for the Azure Active Directory application. If you are monitoring multiple subscriptions, leave this field

blank.
o Embed Value [%4]. Leave this field blank.
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HTTP Headers
e HTTP Headers. Leave this field blank, unless one of the following scenarios applies to you:

° Ifyou are using Microsoft Azure Government, this field contains the text "AZGOV".
° If you are monitoring Microsoft Azure resources in Germany, this field contains the text "AZGER".
° If you are monitoring Microsoft Azure resources in China, this field contains the text "AZCHINA".

° |f you would like to enable extended logging, enter "LOGGING'" in to a header field. The log file is
located at /tmp/azure.log

oSSl certification verification is enabled by default, but you can disable it in a header field by
entering "VERIFY:FALSE".
4. Click [Save As].

5. In the confirmation message, click [OK].

Load-Balancing an Account with Multiple Subscriptions

When monitoring an account with multiple child subscriptions, instead of discovering all child subscriptions in a
single dynamic component map under their parent account, you can load-balance subscriptions and their
components across multiple Data Collectors.

To do this:

* The Collector Group that discovers a group of subscriptions can contain only one Data Collector. You
cannot use multiple Data Collectors to discover the Azure components in a single dynamic component map
or discover the same device in multiple dynamic component maps.

* To group multiple Azure subscriptions into a single dynamic component map, you need to create a shared
credential for that group of subscriptions.

* To create the credential:

o Perform all of the steps in the section on Configuring an Azure Active Directory Application.
° Align each subscription in the group with the same application that you registered with Azure AD.
o In the credential, enter the application ID in the Embed Value [%1] field.

o Inthe credential, leave the Embed Value [%3] field blank.

 During discovery, use this credential to discover the group of subscriptions.
* During discovery, specify the Data Collector you want to use for the group of subscriptions.
* The discovered subscriptions will reside in a common dynamic component map.

* Repeat these steps for each group of subscriptions.

Testing the Azure Credential

You can test a credential from the Credentials page using a predefined credential test.
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To run a credential test from the Credentials page:
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1. Go to the Credentials page (Manage > Credentials).
2. Click the Actions button (=) of the credential that you want to test, and then select Test.

3. The Credential Test Form modal page appears. Fill out the following fields on this page:

e Credential. Select the credential to test. This drop-down list includes only credentials that you have
access to. (If you clicked the Actions button () and then selected Test for a specific credential, then

this field is read-only.)

o Select Credential Test. Select a credential test to run. This drop-down list includes the ScienceLogic
Default Credential Tests, credential tests included in any PowerPacks that have been optionally

installed on your system, and credential tests that users have created on your system.
o Collector. Select the All-In-One Appliance or Data Collector that will run the test.

« IP or Hostname to Test. Type a hostname or IP address that will be used during the test. For

example, if you are testing an SNMP credential, the hostname/IP address you supply will be used to

perform a test SNMP request.

4. Click [Run Test] button to run the credential test. The Testing Credential window appears:

Testing Credential

Q STEP DESCRIPTION LOG MESSAGE STATUS
Test Reachability Check to see if the device is reachable using ICMP The device is reachable using ICMP. The average response time is 2.... Passed
Test Port Availability Check to see if the appropriate port is open Port 443 is open Passed
Test Name Resolution Check to see if nslookup can resolve the IP and hostname Name resolution failed: Reverse failed, Forward failed ! Failed
Moala el IRI Reoniact Chorl tn can iFa A IR rennact ciecaade AR ronnect failad: HTTD 40N T Failed

The Testing Credential window displays a log entry for each step in the credential test. The steps
performed are different for each credential test. The log entry for each step includes the following
information:

o Step. The name of the step.

o Description. A description of the action performed during the step.

o Log Message. The result of the step for this execution of the credential test.

Status. Whether the result of this step indicates the credential and/or the network environment is
configured correctly (Passed) or incorrectly (Failed).

Step Tip. Mouse over the question mark icon (7) to display the fip text. The fip text recommends what
to do to change the credential and/or the network environment if the step has a status of "Failed".
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Testing the Azure Credential in the SL1 Classic User Interface

The Microsoft: Azure PowerPack includes a Credential Test for Microsoft Azure. Credential Tests define a series of
steps that SL1 can execute on demand to validate whether a credential works as expected.

The "Azure Credential Test - ARM" can be used to test a SOAP/XML credential for monitoring Azure using the
Dynamic Applications in the Microsoft: Azure PowerPack.

CAUTION: When testing Azure credentials for version 110 or greater of the Microsoft: Azure PowerPack,
you should use the "Azure Credential Test - ARM" that is included in the PowerPack rather than
the "Azure Credential Test" that is included by default in SL1. The "Azure Credential Test - ARM"
supports proxy server entries in the credential being tested and can test that your Azure
credential has the latest required permissions in Azure, whereas the older "Azure Credential Test"
cannot do these things.

The "Azure Credential Test - ARM" performs the following steps:

o Test Port Availability. Performs an NMAP request to test the availability of the Azure endpoint HTTPS port.
o Test Name Resolution. Performs an nslookup request on the Azure endpoint.

¢ Make connection to Azure account. Attempts to connect to the Azure service using the account specified
in the credential.

o Validate Azure Microsoft Graph Permission. Verifies that the Azure Active Directory application has
Microsoft Graph APl permissions.

« Validate Azure subscription assignments. Verifies that the Azure Active Directory application is assigned
to the subscription.

To test the Azure credential:
1. Goto the Credential Test Management page (System > Customize > Credential Tests).

2. Locate the Azure Credential Test - ARM and click its lightning bolticon (#* ). The Credential Tester
modal page appears:

Credential Tester [BETA] x

Test Type [ [ Azure Credential Test - ARM ] r ]
Credential [ Azure Credential - SOAP/XML v ]
Hostname/IP [ ]

Collector | em7ao v

3. Supply values in the following fields:

o Test Type. This field is pre-populated with the credential test you selected.
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e Credential. Select the credential to test. This drop-down list includes only credentials that you have
access fo that can be tested using the selected credential test.

e Hostname/IP. Leave this field blank.
o Collector. Select the All-In-One Appliance or Data Collector that will run the test.

4. Click the [Run Test] button. The Test Credential window appears, displaying a log entry for each step in
the credential test. The steps performed are different for each credential test. The log entry for each step
includes the following information:

o Step. The name of the step.

« Description. A description of the action performed during the step.

o Log Message. The result of the step for this credential test.

« Status. Whether the result of this step indicates the credential or the network environment is

configured correctly (Passed) or incorrectly (Failed).

Step Tip. Mouse over the question mark icon (G) to display the tip text. The tip text recommends
what to do to change the credential or the network environment if the step has a status of "Failed".
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Chapter

Discovery

Overview

The following sections describe how to discover Microsoft Azure resources for monitoring by SL1 using the
Microsoft: Azure PowerPack.

Microsoft Azure Guided DisCOVEIy ... ... ... . 25
Creating an Azure Virtual Device for Discovery in the SL1 Classic User Interface ............................ 28
Aligning the Azure Dynamic Applications ... 29
Discovering Azure Component DeVICES ... ... 29
Viewing Azure Component DeVICES ... 33
Relationships Between Component Devices ... ... 35

Microsoft Azure Guided Discovery

You can use the Universal Discovery Framework process in SL1 that guides you through a variety of existing
discovery types in addition fo traditional SNMP discovery. This process, which is also called "guided discovery",
lets you pick a discovery type based on the type of devices you want to monitor. The Universal Discovery workflow
includes a button for Microsoft Azure.

To run a guided or Universal Discovery:

1. On the Devices page (I<B) or the Discovery Sessions page (Devices > Discovery Sessions), click the [Add
Devices] button. The Select page appears.
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Select the type of devices you want to monitor

A Azure

ciTRIX

Other ways to add devices:

&

aws

General Information
s

2. Select the Microsoft Azure button. Additional information about the requirements for device discovery
appears in the General Information pane to the right.

3. Click [Select]. The Credential Selection page appears.

/I D000000O00D0O00DO0O0O0DOoDOooDoOoo

- Joran

NOTE: During the guided discovery process, you cannot click [Next] until the required fields are filled on
the page, nor can you skip to future steps. However, you can revisit previous steps that you have
already completed.
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4. On the Credential Selection page of the guided discovery process, select the Azure credential that you
configured, and then click [Next]. The Root Device Details page appears.
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AWSRootDevice

CotecorGroup e
cue1

5. Complete the following fields:
« Root Device Name. Type the name of the root device for the Microsoft Azure root device you want
to monitor.

« Select the organization to add discovered devices to. Select the name of the organization to
which you want to add the discovered device.

o Collector Group Name. Select an existing collector group to communicate with the discovered

device. This field is required.

6. Click [Next]. SL1 creates the Microsoft Azure root device with the appropriate Device Class assigned to it
and aligns the relevant Dynamic Applications. The Final Summary page appears.

O S @ e [ty

Device discovery complete

WSRaotDevice should be found on the Device Inventory page.

8. Click [Close].
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NOTE: The results of a guided discovery do not display on the Discovery Sessions page (Devices >
Discovery Sessions).

Creating an Azure Virtual Device for Discovery in the SL1
Classic User Interface

Because the Azure service does not have a static IP address, you cannot discover an Azure device using discovery.
Instead, you must create a virtual device that represents the Azure service. A virtual device is a user-defined
container that represents a device or service that cannot be discovered by SL1. You can use the virtual device to
store information gathered by policies or Dynamic Applications.

To create a virtual device that represents your Azure service:

1. Go to the Device Manager page (Devices > Device Manager, or Registry > Devices > Device Manager in
the classic SL1 user interface).

2. Click the [Actions] button and select Create Virtual Device from the menu. The Virtual Device modal page
appears.

3. Enter values in the following fields:

Virtual Device X
Create Virtual Device Reset

Device Mame lf-‘xzu re Cloud |
Organization | Azure ¥ |
Device Class | Microsoft | Azure Services ¥ |
Collector | CUG ¥ |
Add

e Device Name. Enter a name for the device. For example, "Azure Cloud".

« Organization. Select the organization for this device. The organization you associate with the device
limits the users that will be able to view and edit the device. Typically, only members of the
organization will be able to view and edit the device.

o Device Class. Select Microsoft | Azure Services.

o Collector. Select the collector group that will monitor the device.
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TIP: When monitoring an account with multiple child subscriptions, you can load-balance how SL1 monitors
your Azure components by discovering groups of subscriptions and their components across multiple
collectors. For details, see the section on Load-Balancing an Account with Multiple Subscriptions.

4. Click [Add] to create the virtual device.

Aligning the Azure Dynamic Applications

The Dynamic Applications in the Microsoft: Azure PowerPack are divided into the following types:

o Discovery. These Dynamic Applications poll Azure for new instances of services or changes to existing
instances of services.

» Configuration. These Dynamic Applications retrieve configuration information about each service instance
and retrieve any changes to that configuration information.

¢ Performance. These Dynamic Applications poll Azure for performance metrics.

When configuring SL1 to monitor Azure services, you can manually align Dynamic Applications to discover Azure
component devices.

Discovering Azure Component Devices

To discover all the components of your Azure platform, you must manually align the "Microsoft: Azure Account
Discovery" Dynamic Application with the Azure virtual device.

TIP: When monitoring an account with multiple child subscriptions, Sciencelogic recommends that you first
review your device capacity and load limits to determine the best method for implementation prior to
discovery. For details, see the section on Load-Balancing an Account with Multiple Subscriptions.

To manually align the "Microsoft: Azure Account Discovery" Dynamic Application:

1. Go to the Device Manager page (Devices > Device Manager, or Registry > Devices > Device Manager in
the classic SL1 user interface).
&
2. Click the wrench icon (“" ) for your Azure virtual device.

3. Inthe Device Administration panel, click the [Collections] tab. The Dynamic Application Collections
page appears.

4. Click the [Actions] button and select Add Dynamic Application from the menu.
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5. Inthe Dynamic Application Alignment modal:

Dynamic Application Alignment Reset

Dynamic Applications Credentials
[r.licrnsnﬂ: Azure ] [ ]
Wicrosoft: Azure Virtual Machine CPU Perform », Elr:'ilT 0B ° ~
Wicrosoft: Azure Virtual Machine Disk Perform SOAP/XML H
Wicrosoft: Azure Virtual Machine Memory Perl :WS CLredentl;:al
Microsoft: Azure Virtual Machine Performance AWS Credential - Proxy

Wicrosoft: Azure WVMSS Performance
Wicrosoft: Azure VMSS Virtual Machine Perfo
Wicrosoft: Azure VPN Gateway Performance

AWS Credential - Specific Region
Azure Classic Credential SOAP
Azure Credential - Germany
Azure Credential - Government
Azure Credential - Proxy

i Azure Credential - SOAPKML

Cisco CE Series Configuration

Microsoft:
Microsoft: Azure Active Directory Service Dis
Microsoft: Azure Active Directory Tenant Con® Cisco CE Series Histo
Wicrosoft: Azure Active Directory Tenant Disc Cisco CE Series Statursy
Wicrosoft: Azure Active Directory Tenant Disc Cisco VOS SOAP - Example
Microsoft: Azure App Discovery

Cisco: Conductor Example (Discov
Wicrosoft: Azure App Service Discovery pie

Cizco: Conductor Example (Virtua

Wicrosoft: Azure App Service Plan Discovery Dell EMC XtremiD Example
Microsoft: Azure Application Gateway Discov Dell EMC: lsilon SOAP Example
Wicrosoft: Azure Application Gateway Servici EM7 DB - DB Info

Wicrosoft: Azure Blob Storage Account Disco EM7 DB - My.cnf

Wicrosoft: Azure Cloud Service Discovery Cla EM7 DB - Silo.conf

Microsoft: Azure Cloud Services Service Disc Netapp w/SSL Option
Wicrosoft: Azure Component Count Classic Net&pp w/SSL Option OFF
Microsoft: Azure Compute Discovery Classic Net&pp w/SSLITLS Option

Microsoft: Azure Data & Sterage Discovery Cl
Mirrnenft &7ure Huhrid Intenratinn Dizrnusns

OpenStack Admin - Example w

« In the Dynamic Applications field, select Microsoft: Azure Account Discovery.

« Inthe Credentials field, select the credential you created for your Azure service.
6. Click [Save] to align the Dynamic Application with the Azure virtual device.

When you align the "Microsoft: Azure Account Discovery" Dynamic Application with the Azure virtual device, SL1
does one of the following, depending on your subscription model:

* If you are monitoring an account with multiple child subscriptions, SL1 creates a root component device
representing the Azure account and one or more child component devices representing all of your Azure
subscriptions.

* |f you are monitoring a single subscription, SL1 creates a root component device representing your Azure
subscription.

TIP: When monitoring an account with multiple child subscriptions, you can load-balance how SL1 monitors
your Azure components by discovering groups of subscriptions and their components across multiple
collectors. For details, see the section on Load-Balancing an Account with Multiple Subscriptions.

SL1 then automatically aligns several other Dynamic Applications to the subscription component devices. These
additional Dynamic Applications discover and create component devices for Active Directory tenants, Traffic
Manager profiles, and each location used by the Azure account.
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Under each location, SL1 then discovers the following component devices:

» Application Gateway Services
° Application Gateways
* App Services
° App Service Plan
®  Function App
= Web App
e Azure Cache for Redis
* Azure Database for MySQL Services
°  Azure Database for MySQL Servers
» Azure Database for PostgreSQL Services
°  Azure Database for PostgreSQL Servers
* Azure Functions
e Azure Kubernetes Services (AKS)
° Azure Kubernetes Clusters
» Azure Service Buses (Relay)
* Batch Accounts
e Content Delivery Networks
© CDN Profiles
= CDN Endpoints
* Cosmos DB Accounts
* DNS Services
° DNS Zones

» ExpressRoute Services
° ExpressRoute Circuits
® FxpressRoute Peering
e ExpressRoute Circuit Connections
* Key Vaults
* Load Balancer Services

° Load Balancers

e Network Security Group Services
° Network Security Groups
» Recovery Service Vaults Services

© Recovery Service Vaults
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* Resource Groups Services
° Resource Groups
* SQUL Server Services
° SQL Servers
° SQL Databases
e Storage Manage Disks
° Manage Disk Service
® Manage Disk
» Storage Services
o Storage Accounts
* Virtual Machines Services
° Virtual Machines
* Virtual Network Services
° Virtual Networks
®  FxpressRoute Gateways
® Virtual Network Gateways
® Virtual Network Subnets
* VM Scale Set Services
° VM Scale Sets
® Virtual Machines
» Web Application Firewalls (WAF)
° WAF on CDN Policies
°© WAF on Application Gateway Policies

NOTE: SL1 might take several minutes to align these Dynamic Applications and create the component
devices in your Azure service.

NOTE: When discovering a large number of component devices, such as when discovering an account with
multiple child subscriptions, the discovery process can cause the appearance of numerous critical
events with the message, "Large backlog of asynchronous jobs detected". This will occur
only during the initial discovery session.
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Viewing Azure Component Devices

In addition to the Devices page, you can view the Azure service and all associated component devices in the
following places in the user interface:

* The Device Investigator Map page (click Map in the Device Investigator page) displays a map of a
particular device and all of the devices with which it has parent-child relationships. Double-clicking any of
the listed devices reloads the page to make the selected device the primary device.

= Devices

@Hep A gy emreamn v Sciencelogic

AzureRootDevice Report | Tools

A Investigator Settings Interfaces Configs Events Collections Monitors Thresholds Processes Software Ports Map Tickets Services Notes Q More v
° L
@ [&]
A i =

AzureRoptDevice

o

AZdevelopment

* The Device Components page (Devices > Device Components) displays a list of all root devices and
component devices discovered by SL1. The Device Components page displays all root devices and
component devices in an indented view, so you can easily view the hierarchy and relationships between
child devices, parent devices, and root devices. To view the component devices associated with an Azure
service, find the Azure service and click its plus icon (+).
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Device Components @ Help X Activity  Em7admin v Scn'enceLogic

Device Components | Devices Found
Devi Name -
A w ) )
B e LR —
@ Devie Name - P Agres ]
( C
e = DTN e e o s wEwaT]
Devie Nae - padress oo Oruanizaion
. 0 ) ( ) e
- =z Location Microsoft | Azure Location Australia Central 7 AzweComm cuea aciive moea |
- Location Microsoft | Azure Location Australia Central 2 8 AzweComm cues Active. 1Y n]
- - Location Microsoft | Azure Location Canada East 11 AzweComm | 8 Heamy [ST ctve mOeA |
L] Location Microsoft | Azure Location Ceniral US 10 AzwreComm Actve oA
= - Senvice Microsoft | Azure Actie Directory Tenant 4 AzweComm ctive L2-1F |
» Location Microsoft | Azure Location East Asia 6 AzweComm cues Aciive LY =l
- - Location Microsoft| Azure Location Ezst US o AzweComm cuea Acive moea |
. Location Microsot | Azure Location East US 2 12 AzweComm cues Actve CY-1Y Yul
- - Location Microsoft | Azure Location Korea South 18 AzweComm | 2 Hoamy ST Active moeR |
A Location Microsoft | Azure Location S. Central US 15 AzureComm ) Healtny [el¥eic Active [CI-L T 1.l
- = Location Microsoft | Azure Location West Europe. 5 Azwecomm cuaa ctive mEea |
- Location Microsoft | Azure Location West US 6  AzweComm cuas Active. muea)
- - Location Microsoft | Azure Location West US 2 14 AzweComm [ Heamy [ST53 ctwe mEeA |
e a—

* The Component Map page (Classic Maps > Device Maps > Components) allows you to view devices by
root node and view the relationships between root nodes, parent components, and child components in a
map. This makes it easy to visualize and manage root nodes and their components. SL1 automatically
updates the Component Map as new component devices are discovered. The platform also updates each
map with the latest status and event information. To view the map for an Azure service, go to the
Component Map page and select the map from the list in the left NavBar. To learn more about the
Component Map page, see the Maps manual.

= Classic Maps @ Help X Activity  Em7admin v Scnéncel.ogic
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Relationships Between Component Devices

In addition to parent/child relationships between component devices, SL1 also creates relationships between the

following component devices:

* Apps and Resource Groups

* Application Gateways and Resource Groups

* Application Gateways and Virtual Network Subnets
e Azure CosmosDB and Resource Groups

» Azure CosmosDB and Virtual Networks

* Azure CosmosDB and Virtual Network Subnets

* Azure Traffic Managers and Traffic Managers
 Batch Accounts and Key Vaults

* Batch Accounts and Resource Groups

 Batch Accounts and Storage Groups

» CDN Profiles and Resource Groups

» Key Vaults and Resource Groups

* Key Vaults and Virtual Networks

* Key Vault Rules and Subnets

» Kubernetes Agent Pools and Subnets

* Load Balancers and Resource Groups

* Managed Disks and Resource Groups

* Managed Disks and Virtual Machines

» Network Security Groups and Resource Groups

» Network Security Groups and Virtual Network Subnets
* PostgreSQL Servers and Resource Groups

* PostgreSQL Servers and Subnets

* PostgreSQL Servers and PostgreSQL Server Replicas
» PostgreSQL Servers and Virtual Networks

» Recovery Service Vaults and Resource Groups

* Redis Cache Servers and Redis Cache Servers
 Redis Caches and Resource Groups

* Redis Caches and Subnets

* Redis Caches and Virtual Networks

* Service Bus Namespaces and Resource Groups

 Service Bus Namespaces and Service Bus Namespaces

Viewing Azure Component Devices
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 Service Bus Namespaces and Subnets

 Service Bus Namespaces and Virtual Networks

e SQL Databases and Resource Groups

e SQL Servers and Resource Groups

e SQL Servers and Server Replicas

» SQL Servers and Subnets

» SQL Servers and Virtual Networks

» SQL Servers and Virtual Network Subnets
 Storage Accounts and Resource Groups

 Traffic Manager Profiles and Resource Groups

* Virtual Machines and Network Security Groups

* Virtual Machines and Resource Groups

* Virtual Machines and Storage Accounts

* Virtual Machines and Virtual Networks

* Virtual Machines and Virtual Network Subnets

* Virtual Machine Scale Sets and Load Balancers

* Virtual Machine Scale Sets and Resource Groups
* Virtual Machine Scale Sets and Virtual Network Subnets
* Virtual Machine Scale Set Virtual Machines and Resource Groups
* Virtual Networks and Resource Groups

e VPN Gateways and Resource Groups

e VPN Gateways and Virtual Network Subnets

» WAF CDN Policies and Endpoints

* WAF CDN Policies and Resource Groups

* WAF Gateway Policies and Application Gateways
* WAF Gateway Policies and Resource Groups

Additionally, the platform can automatically build relationships between Azure component devices and other
associated devices:

¢ If you discover Cisco Cloud Center devices using the Dynamic Applications in the Cisco:
CloudCenter PowerPack version 103 or later, SL1 will automatically create relationships between Azure
Virtual Machines and Cisco Cloud Center applications.

* If you discover Dynatrace environments using the Dynamic Applications in the Dynatrace PowerPack, SL1
will automatically create relationships between the following device types:

° Azure Virtual Machines and Dynatrace Hosts

°  Azure Virtual Machine Scale Sets and Dynatrace Hosts
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* If you discover Office 365 services using the Dynamic Applications in the Microsoft: Office 365 PowerPack
version 101 or later, SL1 will automatically create relationships between Azure Active Directory tenants and
Office 365 Active Directory tenants.
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Chapter

Azure Unified Aleris

Overview

The following sections describe the Azure unified alert Event Policies that are included in the
Microsoft: Azure PowerPack and information about configuring Azure and SL1 to generate events based on Azure
unified alerts:

Prerequisites for Configuring Azure Unified Alerts ... . . 38
Azure Unified Alert Event Policies ... 39
Enabling the "Microsoft: Azure Unified Alerts Performance" Dynamic Application ........................... 39
Viewing Azure Unified Alert Counts ... ... 40

Prerequisites for Configuring Azure Unified Alerts

In addition to SL1 collecting metrics for Azure resources, you can configure Azure to send alert information to SL1
via API. SL1 can then generate an event for each alert.

However, before you can monitor Azure unified alerts in SL1 using the Microsoft: Azure PowerPack, you must first
configure Azure to proactively send alerts when important conditions are found in your Azure monitoring data.
These alerts are based on metrics and activity logs, and are raised when the alert's monitor condition is set to

"fired".
You must also create alert rules in Azure that determine the following:

* The resource that the alert is targeting
* The signal from the target resource that could trigger the alert

* The logic that determines whether the signal from the target resource actually triggers the alert
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For details about how to create and manage alert rules, see https://docs.microsoft.com/en-us/azure/azure-
monitor/platform/alerts-overview.

Azure Unified Alert Event Policies

The Microsoft: Azure PowerPack includes several pre-defined event policies for unified alerts, based on their
severity:

Event Policy Name Event Source  Severity
Microsoft: Azure Alert Severity O AP Critical
Microsoft: Azure Alert Severity 1 API
Microsoft: Azure Alert Severity 2 API
Microsoft: Azure Alert Severity 3 API Notice
Microsoft: Azure Alert Severity 4 API Notice
Microsoft: Azure Alert Severity O Resolved | AP Healthy
Microsoft: Azure Alert Severity 1 Resolved
Microsoft: Azure Alert Severity 2 Resolved
Microsoft: Azure Alert Severity 3 Resolved
Microsoft: Azure Alert Severity 4 Resolved

These events are aligned to Azure component devices in the following way:

o Ifthe alert is targeted to a component device that is discovered in SL1, then the event in SL1 will be aligned
with that component device.

* [fthe alert is targeted to a component device that either is not discovered in SL1 or if SL1 cannot determine
the appropriate component device, then that alert will be aligned to the Azure subscription component
device.

NOTE: The Healthy events are raised when the alert's monitor condition is "resolved" or the alert state is
"acknowledged" or "closed".

Enabling the "Microsoft: Azure Unified Alerts Performance"
Dynamic Application

The Microsoft: Azure PowerPack also includes a "Microsoft: Azure Unified Alerts Performance" Dynamic
Application. This Dynamic Application collect alerts from the Azure APl for all available resources and associates
the alerts with the appropriate Azure component devices in SL1, if applicable. If an appropriate component
device does not exist in SL1 or cannot be determined, the alert is instead associated with the component device
for the Azure subscription.
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This Dynamic Application must be enabled if you want SL1 to generate unified alert events.
To enable the "Microsoft: Azure Unified Alerts Performance" Dynamic Application:

1. Go to the Dynamic Applications Manager page (System > Manage > Dynamic Applications), or (System
> Manage > Applications) in the classic SL1 user interface.

2. Locate the "Microsoft: Azure Unified Alerts Performance" Dynamic Application and then click its wrench icon

( P) The Dynamic Applications Properties Editor page appears.

Properties Collections Presentations Snippets Thresholds Subscribers

Dynamic Applications [1612] | Properties Editor

Application Name Version Number Abandon Collection .
[Microsoft: Azure Unified Alerts Performance | [Version 1.0] Y@ (Defaull] @ Disable RD”%“ Data
(
Application Type
[[Snippet Performance] [2[7) Operational State Context
[Enabled] @ [ (7] o + Maoi
Execution Environment ompo‘nen PPIng
[[ -~ Default: Microsoft: Azure | v
Collecter Affinity Null Row Option
Caching [ Default ] v @ [ - values ] @
(e v e
Device Dashboard Poll Frequency Null Column Option
l None - ]0 [Every 2 Minutes] v O [ —values ] v O
Description

This dynamic application monitors Azure Alerts performance information.

Release Notes & Change Log

B- 2 B I US A-TlI- 8- 9~ /- =~

=S iEB —- % @,

Version 1.0:
1. Initial version of the Microsoft: Azure Unified Alerts Performance dynamic application.

Copyright (c) 2003-2019 Sciencelogic, Inc.

This software is the copyrighted work of ScienceLogic, Inc.

Use of the Software is governed by the terms of the software license

agreement, which accompanies or is included with the Software

("License Agreement"). An end user is not permitted to install any Software

that is accompanied by or includes a License Agreement, unless he or she

first agrees to the License Agreement terms. e

3. Inthe Operational State field, select Enabled.
4. Click [Save].

Viewing Azure Unified Alert Counts

After you have enabled the "Microsoft: Azure Unified Alerts Performance" Dynamic Application and it has begun
collecting alerts from the Azure AP, you can view a count of the total number of alerts generated for each severity
level for a given component device.
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NOTE: By default, the "Microsoft: Azure Unified Alerts Performance"' Dynamic Application collects alerts over
a 1-day period.
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To view Azure unified alert counts:
1. Go to the Device Components page (Devices > Device Components), or (Registry > Devices > Device
Components) for the classic SL1 user interface.
2. Click the plus-sign icon (+) for your Azure service until you locate the Azure component device for which
you want to see an alert count. Click its graph icon ('ﬂ) The Device Summary page appears.
3. Click the [Performance] tab. The Device Performance page appears.

4. Click the Microsoft: Azure Unified Alerts Performance link to expand the options listed, and then select
the alert severity for which you want to see metrics. The performance graph displays a graph detailing the
count for your selected alert severity over the selected timespan.

Summary Performance Topology configs nt es

Davice Name  AZautomation Managed Type | Component Device
D 1063 Category | Cloud Account »
Class | Microsoft Sub-Clasz  Azure Subscription ‘
Organization |AzureOrg Untime | 0 days, 00:00:00 Account
Root Device Azure Root Group / Collector cub3 | 50C-1ISO-DCU-53

Parent Device Azure Root
Device Hostname

b Overview m Microsoft: Azure Unified Alerts Performance | Severity 1

¥ Microsoft: Azure Unified Aleris lzoom | 6H |12H - Max From: |02/26/2019 15:24 | To: | 02/27/2019 15:24
Performance
Severity 0

Severity 1 ﬂ i
Severity 2 b
Severity 3

Severity 4 22

T

20

i j
14 y
1800 2100 27.Fen 0300 0800 0900 12:00 1500}
26. Feb 12:00 @ ﬁzoo
] I [ >
— Data Missed
. TypelLabel Graph Type Trend Mouse-over Min Max Avg Polis
Date Range Select
ale ange Sefection Wi  Seveiy1[ine v @ 2 14 25 21 1008

Start [2018-02-25 15.24.15 |59
End |2019-02-27 15:24:15 5
[ Presots ] 5 Guson |
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Chapter

Azure Run Book Actions and Automations

Overview

The following sections describe how to use the Run Book Action policies and Run Book Automation policies that
are included in the Microsoft: Azure PowerPack:

About the Azure Run Book Actions and Automations ... 43
Disabling VMs or Storage Disks by VM Tag ... .. 44
Run Book Automation Policy: Disable and Discover from IP ... . ... 44
Run Book Automation Policy: Disable Storage Disks ... . ... . 45
Configuration SHEPS ... 45
Modifying the Parameters of the "Disable By VM Tag" Run Book Action ... 45
Enabling the "Component Device Record Created" Event Policy ... 47
Enabling the Run Book Automation Policies ... ... ... 47
Preserving Automation Changes ... .. . 48
Discovering VMs and Merging Physical Devices with Components ................................................. 48
Run Book Automation Policy: Discover from IP ... 48
Run Book Automation Policy: Merge with VM . 49
Configuration STEPS ... oo 49
Modifying the Parameters of the Run Book Actions ... ... 50
Enabling the "Component Device Record Created" Event Policy (Discover from IP Only) ......................... 51
Enabling the "Device Record Created" Event Policy ... . 51
Enabling the Run Book Policies ... ... ... 52
Preserving Automation Changes ... 52
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Vanishing Terminated or Terminating VM Instances ... 53
Enabling the Run Book Automation Policies ... .. ... . 54

Preserving Automation Changes ... .. . 54

About the Azure Run Book Actions and Automations

The Microsoft: Azure PowerPack includes Run Book Actions and Run Book Automation policies that can be used
to:

» Automatically disable data collection for Virtual Machines, Virtual Machine Scale Sets (VMSS), and Storage
Disks based on their VM tag

» Automatically create and start a discovery session using the public or private IP address of a Virtual
Machine, and after the device is discovered, merge the physical device with the corresponding component

¢ Automatically move a Virtual Machine to a vanished state if the component is in a terminated state

The following table describes the Run Book Automation policies and what they do:

Run Book Automation

Policy Name

Microsoft Azure: Disable | If a component device belongs to the Virtual Machines device group and has a
and Discover from IP relevant Azure tag, SL1 disables the device.

Microsoft Azure: Disable | If a component device belongs to the Storage Disks device group and has a
Storage Disks relevant Azure tag, SL1 disables the device.

Microsoft Azure: Discover | SL1 automatically discovers VM instances by public or private IP address.
from IP

Microsoft Azure: Merge If SL1 finds the "Device Record Created" event on the newly discovered physical
with VM device, SL1 merges the newly discovered physical device with the corresponding
component device.

Microsoft Azure: Vanish If a device is in a terminated or terminating state, SL1 un-merges the VM instance
Terminated VMs and physical device (if applicable), clears the device's associated events, and then
moves the device to a vanished state.

NOTE: The Run Book Automation policies in the Microsoft: Azure PowerPack are disabled by default. To use
these Run Book Automations, you must enable the Run Book Automation policies and modify the
parameters in the Run Book Actions as needed. See the following procedures for more information.
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As a prerequisite for discovering physical devices, make sure that traffic to the following ports is allowed in the
inbound security rules on the Azure Portal for a Virtual Machine:

e Port 161. Allows the discovery session to use SNMP credentials.

* Ports 5985, 5986. Allows the discovery session to use PowerShell credentials.

If the above ports are not open or cannot be opened, you can include extra credentials for the discovery session
by modifying the following parameter in the "Microsoft Azure: Discover from IP" Run Book Action, using a
comma-separated list of credential IDs:

EXTRA CREDS = "<IDI>,<ID2>,<ID3>"

NOTE: When a discovery session is given a list of credentials, the first credential that successfully
authenticates is used to discover a physical device.

For more information about Microsoft Azure inbound security rules, see the following Microsoft article: How to
open ports to a virtual machine with the Azure portal.

Disabling VMs or Storage Disks by VM Tag

NOTE: The following Run Book Automation policies do not enable data collection for Azure VMs or Storage
Disks. You must manually enable data collection for these VMs or Storage Disks.

Run Book Automation Policy: Disable and Discover from IP

The "Disable and Discover from IP" Run Book Automation policy runs only on newly discovered VMs. The policy
takes no action for existing VMs.

The automation for disabling Azure VMs or Azure VMSSs includes the following Run Book Actions, which are
executed in the following order:

o Microsoft Azure: Get Unique ID. This action retrieves the unique ID of the component. This action runs on
the Database Server.

o Microsoft Azure: Collect VM Configuration. This action retrieves the VM configuration, including the tags
used to disable the VM. This action runs on the Collector.

o Microsoft Azure: Disable By VM Tag. If a newly discovered VM contains the tags specified in the snippet,
this action disables collection for this component.

o Microsoft Azure: Discover from IP. If the VM is running and is newly discovered, this action creates the
discovery session and runs automatically to discover the physical device. This action will not create a
discovery session for a discovered VM that was disabled right after being discovered.
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The following Run Book Automation policy triggers the above Run Book Actions:

o Microsoft Azure: Disable and Discover from IP. This Run Book Automation policy executes when the
"Component Device Record Created" event is active on the matching devices, immediately after the devices
are discovered in the system. Enable this Run Book Automation policy if you want to disable VM instances by
Azure tag and want to enable automated discovery of VM instances by public or private IP address. This
policy is configured to run both processes in the correct order for VM instances.

Run Book Automation Policy: Disable Storage Disks

The "Disable Storage Disks" Run Book Automation policy runs only on newly discovered Storage Disks. The policy
takes no action for existing Storage Disks.

The automation for disabling Azure Storage Disks includes the following Run Book Actions, which are executed in
the following order:

o Microsoft Azure: Get Unique ID. This action retrieves the unique ID of the component. This action runs on
the Database Server.

o Microsoft Azure: Collect Storage Disk Configuration. This action retrieves disk and VM configurations,
including the tags that belong to the VM used by the Storage Disk. This action runs on the Collector.

o Microsoft Azure: Disable By VM Tag. If a newly discovered Storage Disk belongs to a VM that contains
the tags specified in the snippet, this action disables collection for the component.

The following Run Book Automation policy triggers the above actions:

o Microsoft Azure: Disable Storage Disks. This Run Book Automation policy executes when the
"Component Device Record Created" event is active on the matching devices, immediately after the devices
are discovered in the system. Enable this policy if you want to disable Storage Disk instances by Azure tag,
but do not want to enable automated discovery of Storage Disk instances by public or private IP address.

Configuration Steps

To use these automations, you must:

Modify the parameters of the "Disable By VM Tag" Run Book Action

Enable the "Component Device Record Created" event policy

Enable the Run Book Automation policies

« Configure your system to preserve these changes

Modifying the Parameters of the "Disable By VM Tag" Run Book Action

The snippet for the "Microsoft Azure: Disable by VM Tag" Run Book Action includes the pre-defined list of
key/value pairs that SL1 compares to the tags collected from Azure. You must modify this list to include the
key/value pairs that you want to use to disable VM instances.
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To modify the parameters for the "Microsoft Azure: Disable by VM Tag" Run Book Action:
1. Go to the Action Policy Manager page (Registry > Run Book > Actions).

2. Click the wrench icon ( P) for the "Microsoft Azure: Disable by VM Tag" Run Book Action.

Policy Editor | Editing Action [16] Reset

Action Name Action State
[Microsoft Azure: Disable By WM Tag | [[Enabled] v
Description
Organization Action Type
[[ System ] v ] [Run a Snippet
Snippet Credential Action Run Context Execution Environment
[[ EM7 Central Database | v | [[Database ] ¥ | ([ Default: Microsoft: Azure ] v
Snippet Code

DISABLE_TAGS is a list of tuples
Each tuple is a key/value pair that will be matched against an Azure tag
Devices with tag that matches at least one entry in this list.

DISABLE_TAGS = [({'ExampleKey®, "ExampleValue')]

import traceback

import silo_common.snippets as em7_snippets
from silo_arm.azure_factory import AzureFactory
from silo_arm.azure_utils import find_tag_match
from silo_common.database import local_db

logfile = '/tmp/azure_rba_disable_devices.log"
Taeut = onenilnsfile. "a')

3. Inthe Snippet Code field, locate and edit the following line:

DISABLE TAGS = [ ('ExampleKey', 'ExampleValue')]
The line must be in the following format, with each key and each value inside single-quotes and each
key/value pair comma-separated inside parentheses, with commas separating each key/value pair.

DISABLE TAGS [('Key', 'Value'), ('Key','Value'),..., ('Key', 'Value')]
For example, suppose you want to disable a VM instance where the "Environment" key is either "dev" or
"test" or the "Owner" key is "Sales". You would update the line so it looks like this:

DISABLE TAGS [ ('Environment', 'dev'), ('Environment', 'test'), ('Owner', 'Sales')]
4. Asneeded, update the following lines:

* To disable discovery using SNMP credentials:

USE SNMP = False
Discover Non SNMP = '1'

* To include additional user-defined credentials in the discovery session, use a comma-separated list
of credential IDs:

EXTRA CREDS = "<IDI>,<ID2>,<ID3>"
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* To apply a device template to all newly discovered physical devices, specify the name of the
template:

TEMPLATE NAME = "<Name>"

5. When you are done editing, click the [Save] button.
Enabling the "Component Device Record Created" Event Policy

To enable the "Component Device Record Created" event policy:
1. Go to the Event Policy Manager page (Registry > Events > Event Manager).

2. Click the wrench icon ( EI) for the "Component Device Record Created" event policy.
3. Inthe Operational State field, select Enabled.
4. Click [Save].

To prevent this change from being overwritten when the PowerPacks installed on the system are updated, you can
enable the Selective PowerPack Field Protection option. To enable this option:

1. Go to the Behavior Settings page (System > Settings > Behavior).
2. Checkthe Enable Selective PowerPack Field Protection checkbox.
3. Click [Save].

Enabling the Run Book Automation Policies

To enable one or more Run Book Automation policies in the Microsoft: Azure PowerPack:
1. Go to the Automation Policy Manager page (Registry > Run Book > Automation).

2. Click the wrench icon ( Ei) for the Run Book Automation policy you want to enable.
3. Inthe Policy State field, select Enabled.
4. Click [Save].
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Preserving Automation Changes

If you have modified Run Book Actions and Run Book Automation policies that are included in the
Microsoft: Azure PowerPack, those changes will be overwritten when the PowerPack is updated in your system. If
you have modified Run Book Actions and Run Book Automation policies that are included in the PowerPack, you

can:
* Re-implement those changes after each update of the Microsoft: AzurePowerPack.

» Remove the content from the PowerPack on your system. When the Microsoft: AzurePowerPack is updated in
your system, updated versions of this content will not be installed on your system and your local changes will
be preserved.

To remove Run Book Action or Run Book Automation policy content from the Microsoft: Azure PowerPack on your
system:

1. Go to the PowerPack Manager page (System > Manage > PowerPacks).

2. Click the wrench icon ( E') for the Microsoft: Azure PowerPack. The Editing PowerPack page appears.
3. Inthe left NavBar of the Editing PowerPack page, select the type of content you want to remove:

e To remove a Run Book Action, click Run Book Actions. The Embedded Run Book Actions and
Available Run Book Actions panes appear.

¢ To remove a Run Book Automation policy, click Run Book Policies. The Embedded Run Book
Policies and Available Run Book Policies panes appear.

4. In the upper pane, click the bomb icon (@ ) for each Run Book Action or Run Book Automation policy that
you want to remove from the Microsoft: Azure PowerPack on your system.

Discovering VMs and Merging Physical Devices with
Components

Run Book Automation Policy: Discover from IP

The "Discover from IP" Run Book Automation policy runs only on newly discovered VMs. The policy takes no
action for existing VMs.
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The automation for discovering Azure VMs or VMSSs by public or private IP addresses and then discovering the
physical device includes three Run Book Actions that are executed in the following order:

o Microsoft Azure: Get Unique ID. This action retrieves the unique ID of the component. This action runs on
the Database Server.

o Microsoft Azure: Collect VM Configuration. This action retrieves VM configuration, including public or
private IP address and open ports. This action runs on the Collector.

o Microsoft Azure: Discover from IP. If the VM is running and is newly discovered, this action creates the

discovery session and runs automatically to discover the physical device. The discovery session name uses
the following format: Azure_VM-IP_address.

The following Run Book Automation policy triggers the above Run Book Actions:

o Microsoft Azure: Discover From IP. This Run Book Automation policy executes when the "Component
Device Record Created" event is active on the matching devices, immediately after the devices are

discovered in the system. Use this action to enable automated discovery of VM instances by public or private
IP address.

Note: If a VM was created as "Stopped" by default, and that VM was discovered by the PowerPack, the
Run Book Action will not create a discovery session. The action cannot collect an IP address for a
stopped VM.

Run Book Automation Policy: Merge with YM

When the "Merge with VM" Run Book Automation policy finds the "Device Record Created" event on the newly
discovered physical device, the policy triggers the following Run Book Action:

o Microsoft Azure: Merge Physical with Component. This action merges the newly discovered physical
device with the corresponding component device.

The "Merge with YM" Run Book Automation policy runs only on newly discovered devices. The policy takes no
action for existing VMs. The discovery session created with the "Discover from IP" Run Book Action, above, will
discover the physical device.

Configuration Steps

To use these automations, you must:

e Modify the parameters of the Run Book Actions

o Enable the "Component Device Record Created" event policy (Discover from IP policy only)
e Enable the "Device Record Created" event policy

o Enable the Run Book Automation policies

« Configure your system to preserve these changes
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Modifying the Parameters of the Run Book Actions

The snippet for the "Microsoft Azure: Discover from IP" Run Book Action includes parameters that define how the
Run Book Action creates discovery sessions. By default the snippet uses the public IP address and SNMP port 161
to create the discovery session. You can update these parameters as needed.

To modify the parameters for the "Microsoft Azure: Discover from IP" Run Book Action:
1. Go to the Action Policy Manager page (Registry > Run Book > Actions).

2. Click the wrench icon ( ?) for the "Microsoft Azure: Discover from IP" Run Book Action.

3. Inthe Snippet Code field, locate and edit the lines for the parameters you want to change:

Policy Editor | Editing Action [27] Reset

Action Name Action State
Microsoft Azure: Discover from IP | |[ Enabled ] r|
Description
|Discover Physical device using IF address |

Organization Action Type
| [ System ] ¥ | Run a Snippet
Snippet Credential Action Run Context Execution Environment
| [ EMT Central Database | v | | [ Database | ¥ | | [-- Default Microsoft: Azure ] v
Snippet Code

loE = em?_sm:.f:pets.logger[filename:logfile)

#IP_ATTRIBUTE is the IP address used during discovery. Use either public_ip address
or private_ip_address.

IP_ATTRIBUTE = "public_ip_address"™

#EXTRA_CREDS is a comma-separated string of credential IDs that will always be
included in every discovery session created by the automation.

EXTRA_CREDS = ""

SNMP_PORT = "161' # SNMP PORT.

USE_SNMP = True # Use SNMP for discovery otherwise change to False

#If TEMPLATE_MAME is the name of a device template in the system, that device
template will be included in every discovery session created by the automation.
TEMPLATE_NAME = ""

AUTO_INCLUDE_CREDS = True

INCLUDE_ALL_ORG_CREDS = True

#IT DISCOVER MNOM SNMP is "@", discoverv sessions created with this automation will

-

4. Asneeded, update the following lines:
* To change from the default public IP address to private IP address:
IP ATTRIBUTE = 'private ip address'
If you change the IP address value to private for this Run Book Action, then you must also update the
following line in the "Microsoft Azure: Merge with VM" Run Book Action: TP ATTRIBUTE = 'c-

VM-public ipaddress".

* Toinclude additional user-defined credentials in the discovery session, use a comma-separated list
of credential IDs:

EXTRA CREDS = "<IDI>,<ID2>,<ID3>"

» Todisable discovery using SNMP credentials, update the following lines:
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USE SNMP = False
DISCOVER NON SNMP = '1'

» To apply a device template to all newly discovered physical devices, specify the name of the
template:

TEMPLATE NAME = "<Name>"

» To disable the automatic alignment of credentials to the discovery session, change this line to:

AUTO_INCLUDE CREDS = False

o IFINCLUDE ALL_ORG_CREDS is"True" and the AUTO INCLUDE CREDS parameter is "True",
credentials that are aligned with all organizations (credentials that do not have an explicit
organization alignment) are automatically included in the discovery session when that credential
meets the other requirements for being automatically included in the discovery session.

INCLUDE_ALL_ORG_CREDS = True
5. When you are done editing, click the [Save] button.

Enabling the "Component Device Record Created" Event Policy
(Discover from IP Only)

To enable the "Component Device Record Created" event policy:
1. Go to the Event Policy Manager page (Registry > Events > Event Manager).

2. Click the wrench icon ( E') for the "Component Device Record Created" event policy.
3. Inthe Operational State field, select Enabled.
4. Click [Save].

To prevent this change from being overwritten when the PowerPacks installed on the system are updated, you can
enable the Selective PowerPack Field Protection option. To enable this option:

1. Go to the Behavior Settings page (System > Settings > Behavior).
2. Checkthe Enable Selective PowerPack Field Protection checkbox.
3. Click [Save].

Enabling the "Device Record Created" Event Policy

To enable the "Device Record Created" event policy:
1. Go to the Event Policy Manager page (Registry > Events > Event Manager).

2. Click the wrench icon ( ﬁ) for the "Device Record Created" event policy.
3. Inthe Operational State field, select Enabled.
4. Click [Save].
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To prevent this change from being overwritten when the PowerPacks installed on the system are updated, you can
enable the Selective PowerPack Field Protection option. To enable this option:

1. Go to the Behavior Settings page (System > Settings > Behavior).

2. Checkthe Enable Selective PowerPack Field Protection checkbox.

3. Click [Save].

Enabling the Run Book Policies

To enable one or more Run Book Automation policies in the Microsoft: Azure PowerPack:
1. Go to the Automation Policy Manager page (Registry > Run Book > Automation).

2. Click the wrench icon ( ﬁ) for the Run Book Automation policy you want to enable.
3. Inthe Policy State field, select Enabled.
4. Click [Save].

Preserving Automation Changes

If you have modified Run Book Actions and Run Book Automation policies that are included in the

Microsoft: Azure PowerPack, those changes will be overwritten when the PowerPack is updated in your system. If
you have modified Run Book Actions and Run Book Automation policies that are included in the PowerPack, you
can:

* Re-implement those changes after each update of the Microsoft: AzurePowerPack.

» Remove the content from the PowerPack on your system. When the Microsoft: AzurePowerPack is updated in
your system, updated versions of this content will not be installed on your system and your local changes will
be preserved.

To remove Run Book Action or Run Book Automation policy content from the Microsoft: Azure PowerPack on your
system:

1. Goto the PowerPack Manager page (System > Manage > PowerPacks).

2. Click the wrench icon ( ﬁ) for the Microsoft: Azure PowerPack. The Editing PowerPack page appears.
3. Inthe left NavBar of the Editing PowerPack page, select the type of content you want to remove:

* Toremove a Run Book Action, click Run Book Actions. The Embedded Run Book Actions and
Available Run Book Actions panes appear.

* To remove a Run Book Automation policy, click Run Book Policies. The Embedded Run Book
Policies and Available Run Book Policies panes appear.

4. Inthe upper pane, click the bomb icon (@ ) for each Run Book Action or Run Book Automation policy that
you want to remove from the Microsoft: Azure PowerPack on your system.
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Vanishing Terminated or Terminating VM Instances

If a device is in a terminated or terminating state, the "Vanish Terminated VMs" Run Book Action un-merges the
VM instance and physical device (if applicable), clears the device's associated events, and then moves the device
to a vanished state.

The "Vanish Terminated VMs" Run Book Automation policy runs only on newly discovered VMs. The policy takes
no action for existing VMs.

The automation for vanishing terminated VM instances includes the following Run Book Actions:

o Microsoft Azure: Get Unique ID. This action retrieves the unique ID of the component. This action runs on

the Database Server.

o Microsoft Azure: Check VM Availability. This action uses the unique ID of the component to get the
device availability status. If the device availability status is "Terminated", this action moves to the following
Run Book Action, "Vanish Terminated VMs". This action runs on the Collector.

e Microsoft Azure: Vanish Terminated VMs. This action moves the device to the Vanish state when the VM
has been terminated in the Azure Portal. This action runs on the Database Server. This action determines if
the component was merged with a physical device:

° If the component was not merged, the action will delete the device's events and move the device to a
Vanish state.

© |f the component was merged, the action will un-merge the component with the physical device, and
then it will clear the device's events and move the device to a Vanish state.

© |f the component was merged, but the VM was powered off, the action will not do anything until the
VM is powered on, at which point the action will update the IP address of the physical device.

When a merged device is un-merged, the component device vanishes, and the physical device is
moved to an automatically created Collector group named "Virtual Group'.

The following Run Book Automation policy triggers the above actions:

o Microsoft Azure: Vanish Terminated Instances. This Run Book Automation policy executes when the
"Availability Check Failed" event is raised on the virtual machine when it terminated.

To use this automation, you must:

e Enable the Run Book Automation policies

« Configure your system to preserve this change
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Enabling the Run Book Automation Policies

To enable one or more Run Book Automation policies in the Microsoft: Azure PowerPack:
1. Go to the Automation Policy Manager page (Registry > Run Book > Automation).

2. Click the wrench icon EF) for the Run Book Automation policy you want to enable.
3. Inthe Policy State field, select Enabled.
4. Click [Save].

Preserving Automation Changes

If you have modified Run Book Actions and Run Book Automation policies that are included in the

Microsoft: Azure PowerPack, those changes will be overwritten when the PowerPack is updated in your system. If
you have modified Run Book Actions and Run Book Automation policies that are included in the PowerPack, you
can:

* Re-implement those changes after each update of the Microsoft: AzurePowerPack.

* Remove the content from the PowerPack on your system. When the Microsoft: AzurePowerPack is updated in
your system, updated versions of this content will not be installed on your system and your local changes will
be preserved.

To remove Run Book Action or Run Book Automation policy content from the Microsoft: Azure PowerPack on your
system:

1. Go to the PowerPack Manager page (System > Manage > PowerPacks).

2. Click the wrench icon ( EF) for the Microsoft: Azure PowerPack. The Editing PowerPack page appears.
3. Inthe left NavBar of the Editing PowerPack page, select the type of content you want to remove:

¢ To remove a Run Book Action, click Run Book Actions. The Embedded Run Book Actions and
Available Run Book Actions panes appear.

* To remove a Run Book Automation policy, click Run Book Policies. The Embedded Run Book
Policies and Available Run Book Policies panes appear.

4. In the upper pane, click the bomb icon (@ ) for each Run Book Action or Run Book Automation policy that
you want to remove from the Microsoft: Azure PowerPack on your system.
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Chapter

Dashboards

Overview

The following sections describe the device dashboards that are included in the Microsoft: Azure PowerPack:
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Microsoft: Azure Kubernetes CIUSTEr ... ... 59
Microsoft: Azure MySQIL Server . 60
Microsoft: Azure PostgreSQIL Server ... . 61
Microsoft: Azure Service Bus NOMESDACE ... ... . 62
Microsoft: Azure WAF on CDN Policy ... . 63

Device Dashboards

The Microsoft: Azure PowerPack includes device dashboards that provide summary information for Kubernetes

component devices. The following device dashboards in the Microsoft: Azure PowerPack are aligned as the
default device dashboard for the equivalent device class.
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Microsoft: Azure Batch Account

[ o | b | tows I IREE R oo

Device Dashboard: | Microsoft: Azure Batch Account v

Device Name  easius autobatchaccount0 Managed Tyee  Component Device
o 514 Gezgory  Cloud Compute
Glsss | Microsoft Sub-Class | Azure Batch Account
Organizstion  AzureAutomation Upime 0 days, 00:00:00
Rloot Device Auto_Microsofi_Azure Group | Gollsctor CUG 1 50C-1SC-AIC-10

Parent Device eastus Baich Acoounts
Device Hostnams

Task F

Topology Map

":ﬂ W Azure Batch AccounuResource Group
2 Azure Batch Account/Storage Account
. Azure Storage Account/Resource Group

[l Cemponent Mapping

T T T T T T
04:00 06:00 08:00 10:00 12200 14:00

No Matching Data

25C0unt A
20Count _V V
15Count |
10Gount
SCount
OCount T T T T T T T T T T T T
03.00 0400 05:00 08:00 0700 08:00 0900 10:00 11:00 12:00 13:00 1400
I — Running Node Count (Count) — Idle Node Count (Count) Offline Node Count (Count) — Unusable Node Count (Count) — Start Task Failed Node Count (Count) I
ice Logs
-

Date Time¥ Source EventID  Severity Message Bepests

(zn v ||| ) ||

2020-12-1512:01 Internal - - Dynamic app. object collection disabled: Microsoft: Azure Batch Account Configuration - Qucta Information (id: 18820) Microsoft: Azure £O

2020-12-1512:01 Internal = = Dynamic app. object collection disabled: Microsoft: Azure Batch Account Configuration - Key Vault Relati lips (id: 18821) Mi CAD
2020-12-1512:01 Internal = =

Dynamic app. object collection disabled: Microsoft: Azure Batch Account Configuration - Azure Batch AccountKey Vault (id: 18822) Micn 0

2020-12-15 12:01 Internal = —  Dynamic app. object collection disabled: Microsoft: Azure Batch Account Configuration - Azure Key Vault URL (id: 18823) Microsoft: Azui0 -

The Microsoft: Azure Batch Account device dashboard displays the following information:

¢ The basic information about the device
e Task Fail Events

* Topology Map

* Node Counts

¢ Device Logs
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Microsoft: Azure Cache for Redis
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Device Dashboard: | Microsoft: Azure Gache for Redis w

Device Name  westus aulorediscachebas Managed Tyee  Component Device
o 697 Gerzgory | Cloud.Database
Glass  Microsoft Sub-Class  Azure Cache for Redis
Organizstion  AzureAutomation Upime 0 days, 00:00:00
Aloot Devics  Auto_Microsoft_Azure Group | Gollsctor CUG 1 50C-ISC-AIC-10

Parent Device  westus Redis Cache
Devics Hostnams

Top CPU Usage

@ 200 Mo data. Please expand the timespan
ar verify that data has been collected.

percantProcesaerTime_0 srrore_0

-C\me - } !
0.025% | 0.025

Top Evicted Keys Top Operations per Second

100

svictedkeyz_ operstionsPerSecond_0
4me

UE\IDI] GEI'[JD (]9"0!3 IZ‘GD
Device Logs

-

Date Time¥ Source EvemID  Severity IMessane Bepeats
(&n v ) I ||
2020-12-15 14:40 Dynamic ), 240" Minor Microsoft: Azure Redis Cache Latency has exceeded the thrashold 1000 ps. The current valus is §790.28 ps. a
2020-12-15 14:35 Dynamic 1, 240" Miner Microsoft: Azure Redis Cache Latency has exceeded the threshold 1000 ps. The cument value is 4703.2 ps. Q
2020-12-15 14:31 Dynamic /iy 240 Minor Microsoft: Azure Redis Cache Latency has exceeded the threshold 1000 ps. The current value is 5485.25 ps. a
2020-12-15 14:25 Dynamic 1, 240" Minor Microsoft: Azure Redis Cache Latency has exceeded the threshold 1000 us. The cumrent value is 4072.93 us. a M
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The Microsoft: Azure Cache for Redis device dashboard displays the following information:

¢ The basic information about the device
¢ Top CPU Usage

¢ Top Memory Usage

* Top Server Load

e Top Errors

e Cache Latency

* Top Evicted Keys
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» Top Operations per Second

¢ Device Logs

Microsoft: Azure Key Vault

I N T

Device Dashboard: | Microsoft: Azure Key Vault w

[ rocesses | senices | Temuor ro [IRCIETNE

Parent Davice

Device Hostname

Cevies Name  westus autokey-vault-standard Manzged Tyze  Component Device
D 507 Cloud. Key\ault -
Class | Microsoft Sub-Class  Azure Key Vault C:ﬂ
Organizstion  AzureAutomation Uptime | days, 00-00:00 L
Root Device  Auto_Microsoft_Azure Group / Cellscter CUG | 50C-1S0-AIC-10

westus Key Vaults
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Date Time¥ Source
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SasturationShosbox_sscret
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03:00 06:00 09:00

| ! ! T l — Owverall Bervice Api Latency (ms) I
075 1 13 1.5 1.8

05

Bepests

025

EventID  Severity Message

(an ~[

JC L I

||

2020-12-15 12:01 Internal

2020-12-15 12:01 Internal

2020-12-15 12:01 Internal

2020-12-1512:01 Internal = = Dynamic app. object collection disabled: Microsoft: Azure Key Vault C: ion - Al Id (id: 18608) Azure Key Vault 0
2020-12-1512:01 Internal - - Dynamic app. object collection disabled: Microsoft: Azure Key Vault Configuration - Azure Key Vault Rule/Subnet (id: 18611) Microsoft: A0 -

- Dynamic app. object collection disabled: Microsoft: Azure Key Vault Configuration - Name (id: 18602) Microsoft: Azure Key Vault Configu 0
= = Dynamic app. object collection disablad: Microsoft: Azure Key Vault Configuration - Azure Key Vault/Private Endpoint (id: 18606) Micros 0

- - Dynamic app. object collection disabled: Microsoft: Azure Key Vault Configuration - Status (id: 18607) Microsoft: Azure Key Vault Configt 0

The Microsoft: Azure Key Vault device dashboard displays the following information:

¢ The basic information about the device

* Bottom Vault Availability

Top Vault Saturation
* Topology Map
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¢ Top Service APl Hits
» Overall Service APl Latency

¢ Device Logs

Microsoft: Azure Kubernetes Cluster

Device Dashboard:

Tapology |  Gonfigs [ ]
| Evems | Tokes |HECIEENN R S

Microsoft: Azure Kubemetes Cluster w

Devics Name  westus autokubemetes03
o 569

IMicrasoft
AzureAutomation
Auto_Microsaft_Azure
westus Kubemetes

Class
Organization
Roat Device
Parent Davics

Device Hostname

Manzged Tyee  Companent Device:
Catsgory  Cloud.Container
Sub-Class  Azure Kubemnetes Clusier
Uptime 0 days, 00:00:00
Group / Cellsctor CUG | 50C-1S0-AIC-10

Total Available CPU & Memary

14.365GE | 6.05Count |
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Topology Map

I component Mapping

[ Azure Kubernetes Agent Pool'Subnet

14.365GE 6Count |

14.365GE

5.975Count

14.365GE 7| 5.65Count 7|

T T
03:00 08:00

T T
00:00 12:00

— Total Number of Available CPU Cores (Count)
—— Total Amount of Available Memary (B)

Top Pods by Phase

kube_ped_ststus_phass_Succesdsd

4ubs_pod_status_phass_Unknawn

kubs_pod_status_phase_Panding

kube_pod_status_phasa_Failsd

fusepes_state_phazs Funing _

Top Pods in Ready State Top Node Conditions

kube_node_statue_condition_PIDPreasure

kube_node_ststua_condition_MemoryPreasure

kubs_pod_etatuz_ready_kubs-
systam

kubs_nods_status_condition_Ready

“ubs_node_statuz_conditon_DiskPrazsure

0 ] 10 15 0051152253
Device Logs
N
Date Time¥ Source  EventlD  Severity Message Pepeats
[ ~]( || — Il —

2020-12-15 12:01 Internal = =
2020-12-15 12:01 Internal = =
2020-12-1512:01 Internal = =
2020-12-1512:01 Internal = =

2020-12-15 1201 Internal = =

Dynamic app. object collection disabled: Microsoft: Azure Kubernetes Cluster Configurafion - Node Pools (id: 18760) Microsoft: Azure K10

Dynamic app. object disabled: Azure K Cluster G ion - I ing (id: 13761) - Azure Ku 0

Dynamic app. object collection disabled: Microsoft: Azure Kubernetes Cluster Configuration - SKU (id: 18763) Microsoft: Azure Kubernet 0

Dynamic app. object disabled: Azure Ki Cluster C - Pod CIDR (id: 18764) Microsoft: Azure Kuk 0

Dynamic app. object collection disabled: Microsoft: Azure Kubernetes Cluster Configuration - Tags (id: 18780) Microsoft: Azure Kubemnet 0

The Microsoft: Azure Kubernetes Cluster device dashboard displays the following information:

¢ The basic information about the device

* Topology Map
* Top Pods by Phase

Device Dashboards

Total Available CPU & Memory
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* Top Pods in Ready State
* Top Node Conditions

¢ Device Logs

Microsoft: Azure MySQL Server

Events

Device Dashboard: | Microsoft: Azure MySQL Server

Tickets

B orenicaioe ]

Deves hsme  westus automysgl80server
o 487
Cisss  Microsoft
Organization | AzureAutomation
Root Devies  Auto_Microsoft_Azure
Parant Devics westus MySOL Servers
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Mansged Tyee  Component Device
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Device Logs
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Date Time¥ Source EventlD  Severity IMessage Repeats

(an > )| I || —

2020-12-15 12:01 Internal

2020-12-1512:01 Internal

2020-12-1512:01 Internal

Dynamic app. object collection disabled: Microsaft: Azure Database for MySQL Server Configuration - Storage Profile (id: 18434) Micros 0
Dynamic app. object collection disabled: Microsoft: Azure Database for MySQL Server Configuration - Master Server Id (id: 18443) Micrc 0

Dynamic app. object collection disabled: Microsoft: Azure Database for MySQL Server Configuration - Firewall Rules (id: 18452) Microsc 0

The Microsoft: Azure MySQIL Server device dashboard displays the following information:

» The basic information about the device
e CPU & Memory Usage

¢ |0, Storage, Storage Log Usage

¢ Topology Map

Device Logs
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Microsoft: Azure PostgreSQL Server

e o R S

Device Da..hboard Mlcm@aﬂ Azure PDsIgreSCIL SENBI A

Devics Name  westus autopostgresgl Managed Tyze  Companent Device:
o 802 Category - Cloud. Database
Glsss  Microsoit Sub-Class  Azure Database for PosigreSQL Server
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= CPU Percent (%) — Memory Percent (%) Server Log Storage Percent (%)
= Siorage Percent (%a)

Date Time¥ Source EventID  Severity Message Bepeats
(an v | —] ) —
2020-12-15 12:01. Internal = = Dynamic app. object collection disabled: Microsoft: Azure Database for PestgreSQL Params Configuration - Server Log Parameters Confic 0
2020-12-1512:01. Internal = = Dynamic app. object collection disabled: Microsoft: Azure Daiabase for PosigreSQL Params C: ion - Server P Ci 0
2020-12-15 12:01 Internal = = Dynamic app. object collection disabled: Microsoft: Azure Dalabase for PostgreSQL Params Configuration - Server Autovacuum Paramete 0
2020-12-15 12:01: Internal = = Dynamic app. object collection disabled: Microsoft: Azure Database for PostgreSQL Server Performance - 10 Percent (id: 18978) Microsof 0
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The Microsoft: Azure PostgreSQL Server device dashboard displays the following information:

* The basic information about the device
e CPU, Memory, Log Storage, Storage Percent
¢ Topology Map

¢ Device Logs
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Microsoft: Azure Service Bus Namespace
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Device Dashboard: | Microsoft: Azure Service Bus Namespace v
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Dynamic app. object collection disabled: Microsoft: Azure Service Bus Configuration - Tags (id: 18663) Microsoft: Azure Service Bus Cor 0
Dynamic app. object collection disabled: Microsoft: Azure Service Bus Configuration - SKU (id: 18670) Microsoft: Azure Service Bus Cor 0
Dynamic app. object collection disabled: Microsoft: Azure Service Bus Configuration - Resource Group Relationships (id: 18673) Microst 0

Dynamic app. object collection disabled: Microsoft: Azure Service Bus Configuration - Capacity (id- 18676) Microsoft: Azure Service Bus 0

The Microsoft: Azure Service Bus Namespace device dashboard displays the following information:

e CPU & Memory Usage
¢ Active Connections
¢ Topology Map

Top Server Errors
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e Top User Errors

Top Throttled Requests

Top Deadlettered Messages

¢ Device Logs

Microsoft: Azure WAF on CDN Policy
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Device Dashboard: | Microsoft: Azure WAF on GDN Policy v

Device Name  autocdnwal Managed Type  Component Device:
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Date Time¥ Source EventlD  Severity Message Bepeats
[ V] )| I )
2020-12-14 16:02: Internal ‘Component device record created (Class: Microsoft | Azure WAF on CDN Palicy) Microsoft | Azure WAF on CDN Policy 0
g

The Microsoft: Azure WAF on CDN Policy device dashboard displays the following information:

¢ The basic information about the device
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Top Requests By Action
Topology Map

Top Requests By Rule Name
Requests Total

Device Logs
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Key Metrics Collected by the PowerPack

Overview

This section lists the key metrics for Microsoft Azure services that the Microsoft: Azure PowerPack collects by
Dynamic Application.

Azure Active Directory Tenant Service ... . . 66
AZUIre APP SEIVICE ... ... 67
Azure Application Gateway Service ... 69
Azure Backup Policies Service ... .. . 71
Azure Batch Service ... 72
Azure Cache for Redis ... 77
Azure Content Delivery Network .. 80
Azure CosmosDB Service ... 83
Azure Database for MySQIL ... . 87
Azure Database for PostgreSQL ... 90
Azure DNS ServiCe ... ... 93
Azure ExpressRoute Service ... ... .. . 94
Azure Function App Service Plan ... 97
Azure FUNCHONS ... 98
Azure Key Vault 98
Azure Kubernetes Service (AKS) ... 101
Azure Load Balancer Service ...l 103
Azure Managed Disks Service ... 104
Azure Network Security Group Service ... . . 105
Azure Recovery Service Vault . . 109
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Azure Resource Group SEIrVICe ... ... 110

Azure Service Bus (Relay) ... 110
AZUIe SIte RECOVEIY ... 114
Azure SQL Servers Service ... 115
AZUre SIorage ServiCe ... 117
Azure Traffic Manager SErviCe ... 123
Azure Virtual Machines Service ... 125
Azure Virtual Network Service ... 129
Azure VM Scale Sets Service ... 133
Azure Web Application Firewall (WAF) ... 140

Azure Active Directory Tenant Service

Microsoft: Azure Active Directory Tenant Configuration

Object Name

Object Description

Organization ID

Organization Identifier.

Assigned Plans

The group label for the assigned plans group.

Country Letter Code

The ISO 2-alpha code for the country; for example,
HUSII or_ HUKII.

Default Domain

True if this is the default domain associated with the
tenant; otherwise, false.

Directory Sync Enabled

True if this object is synced from an on-premises
directory; false if this object was originally synced from
an on-premises directory but is no longer synced; null if
this object has never been synced from an on-premises
directory (default).

Domain Capabilities

The Capabilities of an Azure active directory. For
example, "Email", "OfficeCommunicationsOnline".

Domain Name

The domain name of the active directory tenant.

Domain Type The type of an Azure active directory domain. For
example, "Managed".
ID The ID of an Azure active directory tenant.

Last On-Premise Sync Time

The time and date at which the tenant was last synced
with the on-premise directory.
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Office 365 AD Tenant/Azure AD Tenant

Office 365 namespace.

Service

The name of the service; for example, "SharePoint",
"MicrosoftOffice", or "Exchange".

Service Plan ID

A GUID that identifies the service plan.

Status

The status of an assigned plan. For example,
"Enabled".

Tenant Name

The display name of an Azure active directory tenant.

Timestamp

The date and time at which the plan was assigned; for
example: 2013-01-02719:32:30Z.

Verified Domains

The group label for the verified domains group.

Azure App Service

Microsoft: Azure App Configuration

Object Name

Object Description

Name

Resource Group Name.

Admin Enabled

Admin enabled state.

Availability State

Management information availability state for the app.

Azure App/Resource Group

Resource Group identifier.

Container Size

Size of the function container.

Daily Memory Time Quota

Maximum allowed daily memory-time quota
(applicable on dynamic apps only).

Default Host Name

Default hostname of the app. Read-only.

Enabled true if the app is enabled; otherwise, false. Setting this
value to false disables the app (takes the app offline).

Kind Kind of resource.

Max Number Of Workers Maximum number of workers. This only applies to
Functions container.

Name Name of the app.

Name Key of the tag.

Repository Site Name

Name of the repository site.

Sku

Sku type.

Azure App Service
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State

Current state of the app.

Usage State

State indicating whether the app has exceeded its
quota usage. Read-only.

Value

Value of the tag.

Web Space

Web Space of the app.

Microsoft: Azure App Performance

Object Name

Object Description

App Connections

The average of App Connections.

Average Memory Working Set

Average of memory working set.

Average Response Time

Average of Response Time.

Bytes Received

Total bytes received.

Bytes Sent

Total bytes sent.

Cpu Time

Total of CPU Time.

Current Assemblies

Average of current Assemblies.

File System Usage

File System Usage.

Gen 0 Collections

Total number of Gen 0 Garbage Collections.

Gen 1 Collections

Total number of Gen 1 Garbage Collections.

Gen 2 Collections

Total number of Gen 2 Garbage Collections.

Handles

Average of Handle Count.

Health Check Status

Health check status.

Http Response Time

Response Time.

Hitp101 Total of Hitp 101 responses.
Htp2xx Total of Hitp 2xx responses.
Hitp3xx Total of Hitp 3xx responses.
Hitp401 Total of Hitp 401 responses.
Http403 Total of Hitp 403 responses.
Http404 Total of Hitp 404 responses.
Hitp406 Total of Hitp 406 responses.
Http4xx Total of Hitp 4xx responses.
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Hitp5xx

Total of Hitp 5xx errors.

lo Other Bytes Per Second

Total of IO Other Bytes Per Second.

lo Other Operations Per Second

Total of IO Other Operations Per Second.

lo Read Bytes Per Second

Total of IO Read Bytes Per Second.

lo Read Operations Per Second

Total of IO Read Operations Per Second.

lo Write Bytes Per Second

Total of IO Write Bytes Per Second.

lo Write Operations Per Second

Total of IO Write Operations Per Second.

Memory Working Set

Average of Memory working set.

Private Bytes

Total of Private bytes.

Requests

Total number of Requests.

Requests In Application Queue

Average of Requests In Application Queue.

Threads

Average of Thread Count.

Total App Domains

Total of App Domains.

Total App Domains Unloaded

Total of App Domains Unloaded.

Azure Application Gateway Service

Microsoft: Azure Application Gateway Configuration

Object Name Object Description

Name Name of Frontend IP configuration.
Name Name of the listener.

Port Associated port.

Protocol Listener protocol.

Resource Group Name

Azure Resource Group Name associated with Azure
Application Gateway.

Subnet Name

Subnet name of the Application Gateway configuration
for relationship.

Type

Frontend IP configuration type.

Virtual Network

Virtual Network

Azure Application Gateway/Resource Group

Azure Resource Group ID associated with Azure
Application Gateway.

Azure Application Gateway Service
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Azure Application Gateway/Subnets

Azure Subnet ID associated with Azure Application
Gateway.

Frontend IP Configuration Name

Associated Frontend IP configuration.

Instance Count

The instance count of the Application Gateway.

IP Address

IP address for Frontend configuration.

IP Allocation Method

Private IP allocation method.

Key Tag key.
Location Application Gateway location.
Name Application Gateway name.

Operational State

Operational state of the Application Gateway. Possible
values Stopping | Starting | Running

Provisioning State

Provision state of the Application Gateway. Possible
values: Updating | Succeeded | Failed

SKU Name Gateway identifier. Possible values Standard_Small |
Standard Medium | Standard Large | WAF_Medium
| WAF Large

Tier Application Gateway tier. Possible values Standard |
WAF.

Value Tag value.

Microsoft: Azure Application Gateway Performance

Object Name

Object Description

Avg Request Count Per Healthy Host

Average request count per minute per healthy backend
host in a pool.

Cpu Utilization

Current CPU utilization of the Application Gateway.

Current Connections

The most recent total Current Conections metric for an
Azure Application Gateway.

Failed Requests

The most recent total Failed Request metric for an
Azure Application Gateway.

Healthy Host Count

The most recent average Healthy Host Count metric for
an Azure Application Gateway.

Response Status

The most recent total Response Status metric for an
Azure Application Gateway.
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Throughput The most recent total Throughput metric for an Azure
Application Gateway.

Total Requests The most recent total Total Request metric for an Azure
Application Gateway.

Unhealthy Host Count The most recent Average Unhealthy Host Count metric
for an Azure Application Gateway.

Azure Backup Policies Service

Microsoft: Azure Backup Job Performance

Object Name Object Description

Completed Jobs The number of Backup Jobs completed or completed
with warnings in the last 24 hours.

Failed Jobs The number of Backup Jobs failed, cancelled or in the
cancelling state in the last 24 hours.

Microsoft: Azure Backup Policy Configuration

Object Name Object Description

Name The name of the backup policy.

Backup Frequency The schedule frequency. We have 2 possible
values:daily and weekly.

Backup Management Type The backup management type.

Backup Time The scheduled time to execute the backup.

Days of Week The schedule days to execute the backup.

Microsoft: Azure Backup Protected ltems Configuration

Object Name Object Description

[tem Name The item name associated with the resource.
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Backup Policy Name

Backup Policy Name.

Last Backup Status

Status could be: In progress, Completed, Completed
with Information, Completed with Errors,
Failed,Canceled, Canceling, Waiting for action.

Backup Management Type

Backup Management Type.

Backup Protected ltems

All the backup protected items.

Number of Backup Protected ltems

Number of protected items.

Protected ltem ID

Protected ltem ID

Protected ltem Type

Protected ltem Type.

Protection State

Protection State.

Protection Status

Protection Status.

Workload Type

WorkLoad Type.

Azure Batch Service

Microsoft: Azure Batch Account Configuration

Object Name

Object Description

Id

The ID of the resource.

Account Endpoint

The account endpoint used to interact with the Batch
service.

Active Job And Job Schedule Quota

The active job and job schedule quota for the Batch
account.

Azure Batch Account/Key Vault

Azure Key Vault ID associated with Azure Batch
Account.

Azure Batch Account/Resource Group

Azure Resource Group ID associated with the Azure
Batch Account.

Azure Batch Account/Storage Account

Azure Storage Account Id associated with Azure Batch
Account.

Azure Key Vault Name

The name of the Azure Key Vault.

Azure Key Vault URL

The URL of the Azure Key Vault.

Azure Resource Group Name

The Resource Group Name.

Azure Storage Account Name

The name of the Azure Storage Account.
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Dedicated Core Quota

The dedicated core quota for the Batch account. For
accounts with PoolAllocationMode set to
UserSubscription, quota is managed on the
subscription so this value is not returned.

Dedicated Core Quota Per VM Family Enforced

A value indicating whether the core quota for the Batch
Account is enforced per Virtual Machine family or
not.Batch is transitioning its core quota system for
dedicated cores to be enforced per Virtual Machine
family. During this transitional phase, the dedicated
core quota per Virtual Machine family may not yet be
enforced. If this flag is false, dedicated core quota is
enforced via the old dedicatedCoreQuota property on
the account and does not consider Virtual Machine
family. If this flag is true, dedicated core quota is
enforced via the dedicatedCoreQuotaPerVMFamily
property on the account, and the old
dedicatedCoreQuota does not apply.

Location

The location of the resource.

Low Priority Core Quota

The low-priority core quota for the Batch account. For
accounts with PoolAllocationMode set to
UserSubscription, quota is managed on the
subscription so this value is not returned.

Name

The name of the resource.

Pool Allocation Mode

The allocation mode to use for creating pools in the
Batch account. The allocation mode for creating pools
in the Batch account.

Pool Quota

The pool quota for the Batch account.

Provisioning State

The provisioned state of the resource.

Public Network Access

The network interface type for accessing Azure Batch

service and Batch account operations. If not specified,
the default value is &#39;enabled&#39;.

Tag Key

Tags key.

Tag Value

Tags values.

Microsoft: Azure Batch Account Job Configuration

Object Name

Obiject Description

Name

A string that uniquely identifies the Job within the
Account.
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State The current state of the Job.

Pool The ID of an existing Pool. All the Tasks of the Job will
run on the specified Pool.

Priority The priority of the Job. Priority values can range from -
1000 to 1000, with -1000 being the lowest priority
and 1000 being the highest priority.

Failed Tasks The total number of Tasks in the Job that failed during

the given time range.

Succeeded Tasks

The total number of Tasks successfully completed in the
Job during the given time range.

All Tasks Complete Policy

The action the Batch service should take when all Tasks
in the Job are in the completed state.

Max Task Retry Count

The maximum number of times each Task may be
retried. The Batch service retries a Task if its exit code is
nonzero.

Task Failure Policy

The action the Batch service should take when any Task
in the Job fails.

Use Task Dependencies

Whether Tasks in the Job can define dependencies on
each other.

Creation Date

The creation time of the Job.

Microsoft: Azure Batch Account Job Pool Task Performance

Object Name

Object Description

Job Delete Complete Events

Total number of jobs that have been successfully
deleted..

Job Delete Start Events

Total number of jobs that have been requested to be
deleted..

Job Disable Complete Events

Total number of jobs that have been successfully

disabled..

Job Disable Start Events

Total number of jobs that have been requested to be

disabled..

Job Start Events

Total number of jobs that have been successfully
started..

Job Terminate Complete Events

Total number of jobs that have been successfully

terminated..
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Job Terminate Start Events

Total number of jobs that have been requested to be
terminated..

Pool Create Events

Total number of pools that have been created.

Pool Delete Complete Events

Total number of pool deletes that have completed.

Pool Delete Start Events

Total number of pool deletes that have started.

Pool Resize Complete Events

Total number of pool resizes that have completed.

Pool Resize Start Events

Total number of pool resizes that have started.

Task Complete Events

Total number of tasks that have completed.

Task Fail Events

Total number of tasks that have completed in a failed
state.

Task Start Events

Total number of tasks that have started.

Microsoft: Azure Batch Account Node Performance

Object Name

Object Description

Creating Node Count

Number of nodes being created.

Dedicated Core Count

Total number of dedicated cores in the batch account.

Dedicated Node Count

Total number of dedicated nodes in the batch account.

Idle Node Count

Number of idle nodes.

Leaving Pool Node Count

Number of nodes leaving the Pool.

Low-Priority Node Count

Total number of low-priority nodes in the batch
account.

LowPriority Core Count

Total number of low-priority cores in the batch
account.

Offline Node Count

Number of offline nodes.

Preempted Node Count

Number of preempted nodes.

Rebooting Node Count

Number of rebooting nodes.

Reimaging Node Count

Number of reimaging nodes.

Running Node Count

Number of running nodes.

Start Task Failed Node Count

Number of nodes where the Start Task has failed.

Starting Node Count

Number of nodes starting.

Unusable Node Count

Number of unusable nodes.
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Waiting For Start Task Node Count

Number of nodes waiting for the Start Task to
complete.

Microsoft: Azure Batch Account Pool Configuration

Object Name

Obiject Description

Name

The name of the resource.

Allocation State

Whether the pool is resizing.

Provisioning State

The current state of the pool.

Tasks Per Node

The number of task slots that can be used to run
concurrent tasks on a single compute node in the pool.

Dedicated Nodes

The number of compute nodes currently in the pool.

Low Priority Nodes

The number of low priority compute nodes currently in
the pool.

Os Type The publisher of the Azure Virtual Machines
Marketplace image.

Os Version The version of the Azure Virtual Machines Marketplace
image.

Vm Size The size of virtual machines in the pool. All VMs in a

pool are the same size.

Inter Node Communication

Whether the pool permits direct communication
between nodes.

Node Deallocation

Determines what to do with a node and its running task
(s) if the pool size is decreasing.

Node Fill Type How tasks should be distributed across compute
nodes.
Scale Type Defines the desired size of the pool. This can either be

fixedScale where the requested targetDedicatedNodes
is specified, or autoScale which defines a formula
which is periodically reevaluated. If this property is not
specified, the pool will have a fixed scale with O
targetDedicatedNodes.

Creation Date

The creation time of the pool.
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Azure Cache for Redis

Microsoft: Azure Cache for Redis Configuration

Object Name Obiject Description

Name Resource name for the Redis cache.

Name Subnet resource name.

Name The type of Redis cache to deploy. Valid values: (Basic,
Standard, Premium)

Name Name of the Redis config property.

Name Resource name for the Redis cache firewall rule.

Name The name of the redis cache associated with the linked
server.

Name The name of the resource associated with the resource
group.

Name Virtual Network resource name.

Redis Configuration

All Redis Settings

SSL Port

Redis SSL port.

Start IP

lowest IP address included in the range

Azure Redis Cache Server/Redis Cache Server

Fully qualified resourceld of the linked redis cache
server.

Azure Redis Cache/Resource Group

The resource Id associated with the resource group.

Azure Redis Cache/Subnet

The full resource ID of a subnet in a virtual network to
deploy the Redis cache in.

Azure Redis Cache/Virtual Network

The Virtual Network resource id.

Capacity The size of the Redis cache to deploy. Valid values: for
C (Basic/Standard) family (0, 1, 2, 3, 4, 5, 6), for P
(Premium) family (1, 2, 3, 4).

End IP highest IP address included in the range

Family The SKU family to use. Valid values: (C, P). (C =
Basic/Standard, P = Premium).

Host Name Redis host name.
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Linked Servers Relationships

Gets the list of linked servers associated with this redis
cache (requires Premium SKU).

Location

The geo-location where the resource lives.

Minimal TLS Version

Minimal version requires clients to use a specified TLS
version.

Non-SSL Port Specifies whether the non-ssl| Redis server port is
enabled.
Port Redis non-SSL port.

Provisioning State

Redis instance provisioning status.

Provisioning State

Terminal state of the link between primary and
secondary redis cache.

Redis Version

Redis version.

Shard Count The number of shards to be created on a Premium
Cluster Cache.

Static IP Static IP address. Required when deploying a Redis
cache inside an existing Azure Virtual Network.

Tag Key An Azure redis cache tag key.

Tag Value An Azure redis cache tag value.

Tags Resource tags.

Value Value of the Redis Config Property.

Virtual Network Subnet Relationships

Gets the list of virtual network subnets associated with
the redis cache.

Microsoft: Azure Cache for Redis Keys Performance

Object Name

Obiject Description

Evicted Keys

The number of items evicted from the cache during the
specified reporting interval due to the maxmemory
limit. This number maps to evicted_keys from the Redis
INFO command.

Evicted Keys Labels

Evicted Keys Labels

Expired Keys

The number of items expired from the cache during the
specified reporting interval. This value maps to
expired_keys from the Redis INFO command.

Expired Keys Labels

Expired Keys Labels
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Total Keys The maximum number of keys in the cache during the
past reporting time period. This number maps to
keyspace from the Redis INFO command. Due to a
limitation of the underlying metrics system, for caches
with clustering enabled, Total Keys returns the
maximum number of keys of the shard that had the
maximum number of keys during the reporting interval.

Total Keys Labels Total Keys Labels

Microsoft: Azure Cache for Redis Operations Performance

Object Name Obiject Description

Gets The Redis Cache Gets Total Count.

Gets Labels The Redis Cache Gets Total Count labels.

Operations per Second The Redis Cache Operations per Second Count.
Operations per Second Labels The Redis Cache Operations per Second Count labels.
Sets The Redis Cache Sets Total Count.

Sets Labels The Redis Cache Sets Total Count labels.

Total Operations The Redis Cache Total Operations Count.

Total Operations Labels The Redis Cache Total Operations Count labels

Microsoft: Azure Cache for Redis Performance

Object Name Obiject Description
Cache Hits Cache hits.

Cache Hits Labels Cache Hits Labels
Cache Latency Cache latency.
Cache Misses Cache misses.
Cache Misses Labels Cache Misses Labels.
Cache Read Cache read.

Cache Read Labels Cache Read Labels.
Cache Write Cache write.

Cache Write Labels Cache Write Labels.
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Microsoft: Azure Cache for Redis System Performance

Object Name

Object Description

Clients Connected

The number of client connections to the cache during
the specified reporting interval.

Clients Connected Labels

Clients Connected Labels.

CPU Usage

The CPU utilization of the Azure Cache for Redis server
as a percentage during the specified reporting interval.

CPU Usage Labels

CPU Usage Labels.

Errors

Specific failures and performance issues that the cache
could be experiencing during a specified reporting
interval.

Errors Labels

Errors Labels.

Memory Usage

The percentage of total memory that is being used
during the specified reporting interval.

Memory Usage Labels

Memory Usage Labels.

Server Load

Percentage of cycles in which the Redis server is busy
processing and not waiting idle for messages.

Server Load Labels

Server Load Labels.

Azure Content Delivery Network

Microsoft: Azure CDN Endpoint Configuration

Object Name Object Description

Name Name of the endpoint.

Name Custom domain resource name.

Origin Name Origin name which must be unique within the
endpoint.

Host Name The host name of the custom domain. Must be a
domain name.

Origin Enable Orrigin is enabled for load balancing or not. By default,
origin is always enabled.
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Origin Group Name

Origin group name which must be unique within the
endpoint.

Origin Host Header

The host header value sent to the origin with each
request. If you leave this blank, the request hostname
determines this value. Azure CDN origins, such as Web
Apps, Blob Storage, and Cloud Services require this
host header value to match the origin hostname by
default. If endpoint uses multiple origins for load
balancing, then the host header at endpoint is ignored
and this one is considered.

Origin Host Name

The address of the origin. It can be a domain name,
IPv4 address, or IPv6 address. This should be unique
across all origins in an endpoint.

Priority

Priority of origin in given origin group for load
balancing. Higher priorities will not be used for load
balancing if any lower priority origin is healthy.Must be
between 1 and 5.

Relative Path

Relative path applicable to geo filter. (e.g. /mypictures,
/mypicture/kitty.jpg, and etc.)

Resource State

Resource status of the custom domain.

Weight Weight of the origin in given origin group for load
balancing. Must be between 1 and 1000

Action Action of the geo filter, i.e. allow or block access.

Content Type Content type on which compression apply.

Country Codes Two letter country codes defining user country access in

a geo filter, e.g. AU, MX, US.

Custom Https Provisioning State

Provisioning status of Custom Https of the custom
domain.

Custom Https Provisioning Substate

Provisioning substate shows the progress of custom
HTTPS enabling/disabling process step by step.

Host Name The host name of the endpoint structured as
{endpointName}.{DNSZone}, e.g.
contoso.azureedge.net

HTTP Port The value of the HTTP port. Must be between 1 and
65535.

HTTPS Port The value of the HTTPS port. Must be between 1 and

65535.
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Is Compression Enabled

Indicates whether content compression is enabled on
CDN. Default value is false. If compression is enabled,
content will be served as compressed if user requests
for a compressed version. Content won't be
compressed on CDN when requested content is
smaller than 1 byte or larger than 1 MB.

Is Hitp Allowed

Indicates whether HTTP traffic is allowed on the
endpoint. Default value is true. At least one protocol
(HTTP or HTTPS) must be allowed.

Is Https Allowed

Indicates whether HTTPS traffic is allowed on the
endpoint. Default value is true. At least one protocol
(HTTP or HTTPS) must be allowed.

Optimization Type

Specifies what scenario the customer wants this CDN
endpoint to optimize for, e.g. Download, Media
services. With this information, CDN can apply
scenario driven optimization.

Origin Host Header

The host header value sent to the origin with each
request. This property at Endpoint can only be set
allowed when endpoint uses single origin. If you leave
this blank, the request hostname determines this value.
Azure CDN origins, such as Web Apps, Blob Storage,
and Cloud Services require this host header value to
match the origin hostname by default.

Origin Path

A directory path on the origin that CDN can use to
refrieve content from, e.g.
contoso.cloudapp.net/originpath.

Probe Interval

The number of seconds between health probes.Default
is 240sec.

Probe Path

Path to a file hosted on the origin which helps
accelerate delivery of the dynamic content and
calculate the most optimal routes for the CDN. This is
relative to the origin path. This property is only relevant
when using a single origin.

Probe Path

The path relative to the origin that is used to determine
the health of the origin.

Probe Protocol

Protocol to use for health probe.

Probe Request Type

The type of health probe request that is made.

Provisioning State

Provisioning status of the endpoint.

Provisioning State

Provisioning status of the custom domain.
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Query String Caching Behavior Defines how CDN caches requests that include query
strings. You can ignore any query strings when
caching, bypass caching to prevent requests that
contain query strings from being cached, or cache
every request with a unique URL.

Resource State Resource status of the endpoint.

Tag Key Tags key.

Tag Value Tags values.

Traffic Restoration Time (Min) Time in minutes fo shift the traffic to the endpoint

gradually when an unhealthy endpoint comes healthy
or a new endpoint is added. Defaultis 10 mins. This
property is currently not supported.

Microsoft: Azure CDN Profile Configuration

Object Name Object Description

Name Resource name.

Name The Resource Group Name.

Azure CDN Profile/Resource Group Azure Resource Group ID associated with the Azure
CDN Profile.

Location Resource location.

Provisioning State Provisioning status of the profile.

Resource State Resource status of the profile.

Sku Name Name of the pricing tier.

Tag Key Tags key.

Tag Value Tags values.

Type Resource type.

Azure CosmosDB Service

Microsoft: Azure CosmosDB Configuration
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Object Name Obiject Description

Name Cosmos DB database account name.

Kind Indicates the type of database account. This can only
be set at database account creation.

Location The location of the resource group to which the

resource belongs.

Database Account Offer Type

The offer type for the database - Standard.

Enable Automatic Failover

Enables automatic failover of the write region in the
rare event that the region is unavailable due to an
outage. Automatic failover will result in a new write
region for the account and is chosen based on the
failover priorities configured for the account.

Enable Multiple Write Locations

Enables the account to write in multiple locations.

EnabledApiTypes

The APl types enabled to cosmos db account.

IP Range Filter

Cosmos DB Firewall Support: This value specifies the
set of IP addresses or IP address ranges in CIDR form to
be included as the allowed list of client IPs for a given
database account. IP addresses/ranges must be
comma separated and must not contain any spaces.

Is Virtual Network Filter Enabled

Flag to indicate whether to enable/disable Virtual
Network ACL rules.

Azure CosmosDB/Virtual Network Subnets

Resource ID of a subnet.

ID

The Fail over policy unique identifier.

Location Name

The name of the region.

Provisioning State

The provisioning state to cosmos db account.

Subnet Name

The Virtual Network subnet Name.

Azure CosmosDB/Resource Group

The resource group id.

Azure CosmosDB/Virtual Network

The Virtual network id.

Default Consistency Level

The default consistency level and configuration settings
of the Cosmos DB account. - Eventual, Session,
BoundedStaleness, Strong, ConsistentPrefix.

Document Endpoint

Write location document endpoint.

Document Endpoint

Read location document endpoint.
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Failover Priority

The failover priority of the region. A failover priority of
0 indicates a write region. The maximum value for a
failover priority = (total number of regions - 1).
Failover priority values must be unique for each of the
regions in which the database account exists.

Failover Priority

Write location failover priority.

Failover Priority

Read location failover priority.

Ignore Missing VNet Service Endpoint

Create firewall rule before the virtual network has vnet
service endpoint enabled.

Key

The tag key of the resource.

Location Name

Write location name.

Location Name

Read location name.

Max Interval In Seconds

When used with the Bounded Staleness consistency
level, this value represents the time amount of staleness
(in seconds) tolerated. Accepted range for this value is
5 - 86400. Required when defaultConsistencyPolicy is
set to BoundedStaleness.

Max Staleness Prefix

When used with the Bounded Staleness consistency
level, this value represents the number of stale requests
tolerated.

Name

The resource group name.

Name

The Virtual network name.

Provisioning State

Write location provisioning state.

Provisioning State

Read location provisioning state.

Value

The tag value of the resource.

Microsoft: Azure CosmosDB Location Performance

Object Name

Object Description

Available Storage

Total available storage reported at 5 minutes
granularity.

Data Usage

Total data usage reported at 5 minutes granularity.

Document Count

Total document count reported at 5 minutes
granularity.

Document Quota

Total storage quota reported at 5 minutes granularity.

Index Usage

Total index usage reported at 5 minutes granularity.
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Metadata Requests

Count of metadata requests. Cosmos DB maintains
system metadata collection for each account, that
allows you to enumerate collections, databases, etc,
and their configurations, free of charge.

Mongo Request Charge

Mongo Request Units Consumed.

Mongo Requests

Number of Mongo Requests Made.

Total Request Units

Request Units consumed.

Total Requests

Number of requests made.

Microsoft: Azure CosmosDB Performance

Object Name

Obiject Description

Available Storage

Used to monitor available storage capacity (applicable
only for fixed storage collections) Minimum granularity
should be 5 minutes.

Cassandra Connection Closures

Number of Cassandra Connections closed.

Cassandra Request Charges

Units consumed by Cassandra APl requests.

Cassandra Requests

Number of Cassandra APl requests made.

Data Usage

Total data usage reported at 5-minutes granularity per
region.

Document Count

Total document count reported at 5-minutes
granularity per region.

Document Quota

Used to monitor total quota at container and region,
minimum granularity should be 5 minutes.

Index Usage

Used to monitor total data usage at container and
region, minimum granularity should be 5 minutes.

Metadata Requests

Count of metadata requests. Azure Cosmos DB
maintains system metadata container for each
account, that allows you to enumerate collections,
databases, etc., and their configurations, free of
charge.

Mongo Request Charge

Mongo Request Units Consumed.

Mongo Requests

Number of Mongo Requests Made.

Provisioned Throughput

Provisioned throughput at container granularity.

Service Availability

Account requests availability at one hour granularity.

Total Request Units

Request Units consumed.
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Total Requests Number of requests made.

Azure Database for MySQL

Microsoft: Azure Database for MySQL DB Configuration

Object Name Object Description

Name The name of the resource.
Charset The charset of the database.
Collation The collation of the database.

Microsoft: Azure Database for MySQL Parameters Configuration

Object Name Object Description

Parameter Name The name of the resource

Parameter Name The name of the resource

Parameter Name The name of the resource

Default Value Default value of the configuration.

Default Value Default value of the configuration.

Default Value Default value of the configuration.

Current Value Value of the configuration.

Current Value Value of the configuration.

Current Value Value of the configuration.

Allowed Values Allowed values of the configuration.

Allowed Values Allowed values of the configuration.

Allowed Values Allowed values of the configuration.

Pending Restart Represents if the server needs to be restart, cause one
or more static properties were changed.

Pending Restart Represents if the server needs to be restart, cause one
or more static properties were changed.

Pending Restart Represents if the server needs to be restart, cause one
or more static properties were changed.
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Source Source of the configuration.
Source Source of the configuration.
Source Source of the configuration.
Description Description of the configuration.
Description Description of the configuration.
Description Description of the configuration.
Server Innodb Parameters Configuration Label for the group

Server Log Parameters Configuration Label for the group

Server Parameters Overall Configuration Label for the group

Microsoft: Azure Database for MySQL Performance

Object Name Obiject Description

Active Connections The number of active connections to the server.
Backup Storage Used The amount of backup storage used.

CPU Percent The percentage of CPU in use.

Failed Connections The number of failed connections to the server.

IO Percent The percentage of IO in use.(Not applicable for Basic

tier servers)

Memory Percent The percentage of memory in use.

Network In Network In across active connections.

Network Out Network Out across active connections.

Replication Lag in Seconds The number of seconds the replica server is lagging
against the master server. (Not applicable for Basic tier
servers)

Server Log Storage Limit The maximum server log storage for this server.

Server Log Storage Percent The percentage of server log storage used out of the

server&#39;s maximum server log storage.

Server Log Storage Used The amount of server log storage in use.
Storage Limit The maximum storage for this server.
Storage Percent The percentage of storage used out of the

server&#39;s maximum.
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Storage Used

The amount of storage in use. The storage used by the
service may include the database files, transaction
logs, and the server logs.

Microsoft: Azure Database for MySQL Server Configuration

Object Name

Object Description

Firewall Rule Name

Name for firewall rule.

Name Name of the Replica.

Name Resource Group Name.

Name The virtual network resource name.

Rule Name Virtual Network Rule Name.

Start IP Start IP address for the MySQL firewall rule.

Administrator Login

The MySQLL Server Administrator Login.

Azure MySQLL Server/MySQLL Server Replica

Resource id of the MySQIL Server Replica.

Azure MySQLL Server/Resource Group

Resource id of the Resource Group.

Azure MySQLL Server/Subnet

Resource id of the virtual network subnet.

Azure MySQIL Server/Virtual Network

Resource id of the Virtual Network.

Backup Retention Days

Backup retention days for the server.

By OK Enforcement

Status showing whether the server data encryption is
enabled with customer-managed keys.

Earliest Restore Date

Earliest restore point creation time (ISO8601 format).

End IP

End IP address for the MySQL firewall rule.

Fully Qualified Domain Name

The fully qualified domain name of a server.

Geo Redundant Backup

Enable Geo-redundant or not for server backup.

Infrastructure Encryption

Status showing whether the server enabled
infrastructure encryption.

Key

The MySQL Server tag keys.

Location

The geo-location where the resource lives.

Master Server Id

The master server id of a replica server.

Minimal TLS Version

Enforce a minimal Tls version for the server.

Name

The administrators login name of a server.
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Public Network Access Whether or not public network access is allowed for
this server. Value is optional but if passed in, must be
&#39;Enabled&#39; or &#39;Disabled&#39;

Replication Role The replication role of the server.

SSL Enforcement Enable ssl enforcement or not when connect to server.

State A state of a server that is visible to user.

Storage Autogrow Enable Storage Auto Grow.

Storage(MB) Max storage allowed for a server.

Value The MySQL Server tag values.

Version The MySQL Server version.

Azure Database for PostgreSQL

Microsoft: Azure Database for PostgreSQL DB Configuration

Object Name Object Description

Name The name of the resource.
Collation The collation of the database.
Charset The charset of the database.

Microsoft: Azure Database for PostgreSQL Params Configuration

Object Name Object Description

Parameter Name The name of the resource Parameter config.
Parameter Name The name of the resource Parameter config.
Parameter Name The name of the resource Parameter config.
Value Value of the configuration.

Value Value of the configuration.

Value Value of the configuration.

Data Type Data type of the configuration.

Data Type Data type of the configuration.
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Data Type

Data type of the configuration.

Default Value

Default value of the configuration.

Default Value

Default value of the configuration.

Default Value

Default value of the configuration.

Pending Restart

if the parameter requires a server restart.

Pending Restart

if the parameter requires a server restart.

Pending Restart

if the parameter requires a server restart.

Description Description of the configuration.
Description Description of the configuration.
Description Description of the configuration.

Microsoft: Azure Database for PostgreSQL Server Configuration

Object Name

Object Description

Firewall Rule Name

The Firewall Rule name of the resource.

Name The name of the sku, typically, tier + family + cores,
e.g.B Gend 1,GP Genb 8.

Rule Name A virtual network rule name.

Name The name of the postgreSQL resource.

Name Resource Group Name.

Name The replica name of the resource

Name The virtual network resource name.

Start Ip The start IP address of the server firewall rule. Must be
IPv4 format.

State Virtual Network Rule State

Tier The tier of the particular SKU, e.g. Basic.

Administrator Login

The administrator's login name of a server. Can only be
specified when the server is being created (and is
required for creation).

Azure PostgreSQL Server/PostgreSQL Server Replica

PostgreSQL resource ID.

Azure PostgreSQL Server/Resource Group

Resource id of the Resource Group.

Azure PostgreSQL Server/Subnet

The ARM resource id of the virtual network subnet.
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Azure PostgreSQL Server/Virtual Network

Resource id of the Virtual Network.

Backup Retention Days

Backup retention days for the server.

By Ok Enforcement

Status showing whether the server data encryption is
enabled with customer-managed keys.

Capacity

The scale up/out capacity, representing server&#39;s
compute units.

Earliest Restore Date

Earliest restore point creation time (ISO8601 format)

EndIp The end IP address of the server firewall rule. Must be
IPv4 format.
Family The family of hardware.

Fully Qualified Domain Name

The fully qualified domain name of a server.

Geo Redundant Backup

Enable Geo-redundant or not for server backup.

Ignore Missing Vnet Service Endpoint

Create firewall rule before the virtual network has vnet
service endpoint enabled.

Infrastructure Encryption

Status showing whether the server enabled
infrastructure encryption.

Key

The PostgreSQL Server tag keys.

Master Server Id

The master server id of a replica server.

Minimal Tls Version

Enforce a minimal Tls version for the server.

Principal Id

The Azure Active Directory principal id.

Public Network Access

Whether or not public network access is allowed for
this server. Value is optional but if passed in, must be
Enabled or Disabled.

Replica Capacity

The maximum number of replicas that a master server
can have.

Replication Role

The replication role of the server.

Replication Role

The replication role of the server.

Size

The size code, to be interpreted by resource as
appropriate.

Ssl Enforcement

Enable ssl enforcement or not when connect to server.

Storage (MB)

Max storage allowed for a server.

Storage Autogrow

Enable Storage Auto Grow.

Tenant Id

The Azure Active Directory tenant id.
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Type The identity type. Set this to 'SystemAssigned' in order to
automatically create and assign an Azure Active
Directory principal for the resource.

User Visible State A state of a server that is visible to user.
Value The PostgreSQL Server tag values.
Version Server version.

Microsoft: Azure Database for PostgreSQL Server Performance

Object Name Object Description

Active Connections Active Connections.

Backup Storage Used Backup Storage Used.

CPU Percent CPU percent.

Failed Connections Failed Connections.

IO Percent IO percent.(Not applicable for Basic tier servers.)
Max Lag Across Replicas Lag in bytes of the most lagging replica.
Memory Percent Memory percent.

Network In Network In across active connections.
Network Out Network Out across active connections.
Replica Lag Replica lag in seconds.

Server Log Storage Limit Server Log storage limit.

Server Log Storage Percent Server Log storage percent.

Server Log Storage Used Server Log storage used.

Storage Limit Storage limit.

Storage Percent Storage percent.

Storage Used Storage used.

Azure DNS Service

Microsoft: Azure DNS Zone Configuration

Azure DNS Service 93



Object Name

Obiject Description

Resource Group Name

Azure resource group Name assosiated with Azure
DNS Zone.

Azure DNS/Resource Group

Azure resource group |D assosiated with Azure DNS
Zone.

ID The ID of an Azure DNS zone.
Key Key of the tag pair.
Location The location of an Azure DNS zone.

Max Number of Record Sets

The maximum number of record sets of an Azure DNS
zone.

Name

The name of an Azure DNS zone.

Name Servers

The name servers of an Azure DNS zone.

Number of Record Sets

The number of record sets of an Azure DNS zone.

Value

Value of the tag pair.

Microsoft: Azure DNS Zone Performance

Object Name

Obiject Description

Query Volume

Number of queries served for a DNS zone.

Record Set Capacity Utilization

Percent of Record Set capacity utilized by a DNS zone.

Record Set Count

Number of Record Sets in a DNS zone.

Azure ExpressRoute Service

Microsoft: Azure ExpressRoute Circuit Configuration

Object Name

Object Description

Bandwidth

Bandwith in Mbps

Circuit Provisioning State

The State of provisioning

ID

the id of circuit
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Location the location of circuit

Name the name of circuit

Peering Location the location of peering
Provisioning State the state of circuit

Service Key the service key of circuit
Service Provider Name the service provider name
Service Provider Provisioning State The state of service provider

Microsoft: Azure ExpressRoute Circuit Connection Configuration

Object Name Object Description

Address Prefix The ExpressRoute Circuit Connection address prefix.

Circuit Connection State The ExpressRoute Circuit Connection Status.

ID The ID of the ExpressRoute Circuit Connection.

Name The ExpressRoute Circuit Connection name.

Peer Circuit Peering ID The ExpressRoute Peer Circuit; Peering ID.

Provisioning State The Provisioning State of the ExpressRoute Circuit
Connection.

Microsoft: Azure ExpressRoute Circuit Performance

Object Name Obiject Description
Bits In Per Second Bits ingressing Azure per second
Bits Out Per Second Bits egressing Azure per second

Microsoft: Azure ExpressRoute Peering Configuration

Object Name Obiject Description
Advertised Public Prefixes The reference of AdvertisedPublicPrefixes.
Advertised Public Prefixes The reference of AdvertisedPublicPrefixes.
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Advertised Public Prefixes State

AdvertisedPublicPrefixState of the Peering resource.
Possible values are NotConfigured, Configuring,
Configured, and ValidationNeeded.

Azure ASN The Azure ASN.
Customer ASN The CustomerASN of the peering.
ID Resource ID.

Last Modified By

Gets whether the provider or the customer last
modified the peering.

Name The name of the Peering resource.
Peer ASN The peer ASN.
Peering Type The Peering type. Possible values are:

AzurePublicPeering, AzurePrivatePeering, and
MicrosoftPeering.

Primary Azure Port

The primary port.

Primary Peer Address Prefix

The primary address prefix.

Primary Peer Address Prefix

The primary address prefix.

Provisioning State

The provisioning state of the public IP resource.
Possible values are: Succeeded, Updating, Deleting
and Failed.

Secondary Azure Port

The secondary port.

Secondary Peer Address Prefix

The secondary address prefix.

Secondary Peer Address Prefix

The secondary address prefix.

State The state of peering. Possible values are: Disabled and
Enabled.

State The state of peering. Possible values are: Disabled and
Enabled.

VLAN ID The VLAN ID.

Microsoft: Azure ExpressRoute Peering Performance

Object Name

Obiject Description

Bits In Per Second

Bits ingressing Azure per second

Bits Out Per Second

Bits egressing Azure per second
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Azure Function App Service Plan

Microsoft: Azure Function App Performance

Object Name Obiject Description

App Connections The average of App Connections.

Average Memory Working Set Average of memory working set.

Bytes Received Total bytes received.

Bytes Sent Total bytes sent.

Current Assemblies Average of current Assemblies.

File System Usage File System Usage.

Function Execution Count Function Execution Count for the Function App.
Function Execution Units Function Execution Units for the Function App.
Gen 0 Collections Total number of Gen O Garbage Collections.
Gen 1 Collections Total number of Gen 1 Garbage Collections.
Gen 2 Collections Total number of Gen 2 Garbage Collections.
Handles Average of Handle Count.

Health Check Status Health check status.

Hitp5xx Total of Hitp 5xx errors.

lo Other Bytes Per Second Total of IO Other Bytes Per Second.

lo Other Operations Per Second Total of IO Other Operations Per Second.

lo Read Bytes Per Second Total of IO Read Bytes Per Second.

lo Read Operations Per Second Total of IO Read Operations Per Second.

lo Write Bytes Per Second Total of IO Write Bytes Per Second.

lo Write Operations Per Second Total of IO Write Operations Per Second.
Memory Working Set Average of Memory working set.

Private Bytes Total of Private bytes.

Requests In Application Queue Average of Requests In Application Queue.
Threads Average of Thread Count.

Total App Domains Total of App Domains.

Total App Domains Unloaded Total of App Domains Unloaded.
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Azure Functions

Microsoft: Azure Function List Configuration

Object Name Obiject Description

Function URL The Function URL.

Language The Function language.

Name The Function name.

Status The value indicating whether the function is disabled.

Azure Key Vault

Microsoft: Azure Key Vault Configuration

Object Name Obiject Description

Name Resource key vault name.

Azure Active Directory Tenant ID The Azure Active Directory tenant ID that should be
used for authenticating requests to the key vault.

Azure Key Vault/Private Endpoint Full identifier of the private endpoint resource.

Name The subnet resource name.

Name Virtual Network resource name.

Name SKU name to specify whether the key vault is a standard

vault or a premium vault.

Name The name of the resource associated with the resource
group.
Object Id The object ID of a user, service principal or security

group in the Azure Active Directory tenant for the vault.
The object ID must be unique for the list of access
policies.

Status Indicates whether the connection has been approved,
rejected or removed by the key vault owner.
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URI The URI of the vault for performing operations on keys
and secrets.
Application Id Application ID of the client making request on behalf of

a principal.

Azure Active Directory Tenant ID

The Azure Active Directory tenant ID that should be
used for authenticating requests to the key vault.

Azure Key Vault Rule/Subnet

A rule governing the accessibility of a vault from a
specific virtual network.

Azure Key Vault/Resource Group

The resource |d associated with the resource group.

Azure Key Vault/Virtual Network

Virtual Network Resource Id.

Deployment Property to specify whether Azure Virtual Machines are
permitted fo retrieve certificates stored as secrets from
the key vault.

Description The reason for approval or rejection of the linked

private network.

Disk Encryptation

Property to specify whether Azure Disk Encryption is
permitted to retrieve secrets from the vault and unwrap
keys.

Family

SKU family name.

IP Rule

A rule governing the accessibility of a vault from a
specific ip address or ip range.An IPv4 address range
in CIDR notation, such as 124.56.78.91(simple IP
address) or 124.56.78.0/24 (all addresses that start
with 124.56.78).

Network bypass

Tells what traffic can bypass network rules. This can be
&#39;AzureServices&#39; or &#39;None&#39;. If
not specified the default is &#39;AzureServices&#39;.

Network Default Action

The default action when no rule from ipRules and from
virtualNetworkRules match. This is only used after the
bypass property has been evaluated.

Permissions to Certificates

Permissions to certificates.

Permissions to Keys

Permissions to keys.

Permissions to Secrets

Permissions to secrets.

Permissions to Storage Accounts

Permissions to storage accounts

Provisioning State

The current provisioning state.

Azure Key Vault
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Rbac Authorization Property that controls how data actions are authorized.
When true, the key vault will use Role Based Access
Control (RBAC) for authorization of data actions, and
the access policies specified in vault properties will be
ignored (warning: this is a preview feature). When
false, the key vault will use the access policies specified
in vault properties, and any policy stored on Azure
Resource Manager will be ignored. If null or not
specified, the vault is created with the default value of
false. Note that management actions are always
authorized with RBAC.

Sof Delete Retention (Days) Soft Delete data retention days. It accepts >=7 and
<=90.
Soft Delete Property to specify whether the &#39;soft delete&#39;

functionality is enabled for this key vault. If it&#39;s
not set to any value(true or false) when creating new
key vault, it will be set to true by default. Once set to
true, it cannot be reverted to false.

Tag Key Tags key.
Tag Value Tags values.
Template Deployment Property to specify whether Azure Resource Manager is

permitted to retrieve secrets from the key vault.

Microsoft: Azure Key Vault Performance

Object Name Obiject Description

Overall Service Api Latency Overall latency of service api requests

Overall Service Api Latency Labels Service Api Latency Labels based on Activity Type.
Overall Vault Availability Vault requests availability.

Overall Vault Availability Labels Availability Labels based on Activity Type.

Overall Vault Saturation Vault capacity used.

Overall Vault Saturation Labels Saturation Shoebox Labels based on Activity Type.
Total Service Api Hits Number of total service api hits.

Total Service Api Hits Labels Service Api Hit Labels based on Activity Type.
Total Service Api Results Number of total service api results.

Total Service Api Results Labels Service Api Result Labels based on Activity Type.
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Azure Kubernetes Service (AKS)

Microsoft: Azure Kubernetes Cluster Configuration

Object Name Obiject Description

Name Unique name of the agent pool profile in the context of
the subscription and resource group.

Subnet Name Azure virtual network subnet Name associated with
Azure kubernetes agent pool.

API server address FQDN for the master pool.

Azure Kubernetes Agent Pool/Subnet Azure virtual network subnet ID associated with Azure
kubernetes agent pool.

DNS Prefix DNS prefix specified when creating the managed
cluster.
DNS Service IP An IP address assigned to the Kubernetes DNS service.

It must be within the Kubernetes service address range
specified in serviceCidr.

Docker Bridge CIDR A CIDR notation IP range assigned to the Docker
bridge network. It must not overlap with any Subnet IP
ranges or the Kubernetes service address range.

Kubernetes Version Version of Kubernetes specified when creating the
managed cluster.

Kubernetes Version Version of orchestrator specified when creating the
managed cluster.

Load Balancer SKU The load balancer sku for the managed cluster.

Location Location of the resource.

Max Agent Pools The max number of agent pools for the managed
cluster.

Max Pods Maximum number of pods that can run on a node.

Mode Represents mode of an agent pool.

Name Resource name.

Network Plugin Network plugin used for building Kubernetes network.
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Node Count

Number of agents (VMs) to host docker containers.
Allowed values must be in the range of 0 to 100
(inclusive) for user pools and in the range of 1 to 100
(inclusive) for system pools. The default value is 1.

Node Image Version

Version of node image.

Node Resource Group

Name of the resource group containing agent pool
nodes.

Node Sizes

Size of agent VMs.

OS Disk Size(GB)

OS Disk Size in GB to be used to specify the disk size
for every machine in this master/agent pool. If you
specify O, it will apply the default osDisk size according
to the vmSize specified.

OS Disk Type

OS disk type to be used for machines in a given agent
pool. Allowed values are "Ephemeral" and "Managed".
Defaults to "Managed". May not be changed after
creation.

OS Type

OsType to be used to specify os type. Choose from
Linux and Windows. Default to Linux.

Pod CIDR

A CIDR notation IP range from which to assign pod IPs
when kubenet is used.

Power State

Describes whether the Agent Pool is Running or
Stopped.

Power State

Represents the Power State of the cluster.

Provisioning State

The current deployment or provisioning state, which
only appears in the response.

Provisioning State

The current deployment or provisioning state, which
only appears in the response.

Role-Based Access Control (RBAC)

Whether to enable Kubernetes Role-Based Access
Control.

Service CIDR A CIDR notation IP range from which to assign service
cluster IPs. It must not overlap with any Subnet IP
ranges.

SKU Name Name of a managed cluster SKU.

SKU Tier Tier of a managed cluster SKU.

Tag Key Tags key.

Tag Value Tags values.

Type Represents types of an agent pool.

Type Resource type.
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Microsoft: Azure Kubernetes Cluster Performance

Object Name Object Description

Number of Pods by Phase Number of pods by phase.

Number of Pods by Phase Labels Phase of the Pod.

Number of Pods in Ready State Number of pods in Ready state.

Number of Pods in Ready State Labels Namespace of the Pod.

Statuses for Various Node Conditions Statuses for various node conditions.

Statuses for Various Node Conditions Labels Condition Type Represented on this metric.

Total Amount of Available Memory Total amount of available memory in a managed
cluster.

Total Number of Available CPU Cores Total number of available cpu cores in a managed
cluster.

Azure Load Balancer Service

Microsoft: Azure Load Balancer Configuration

Object Name Obiject Description

Azure Resource Group Name The name of the Resource Group.

Azure Load Balancer/Resource Group Azure Resource Group ID associated with Azure Load
Balancer.

IP Address Private IP Address to assign to the Load Balancer.

IP Address Type The type of IP Address configuration. Possible values
are: 'Public' or 'Private'.

IP Allowed Method The public or private IP allocation method. Possible
values are: 'Static' or 'Dynamic'.

Location Specifies the supported Azure location of the Load
Balancer.

Name User-defined name of the Backend Address Pool.

Name The name of the Load Balancer.

Name User-defined name of the Frontend IP configuration.
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Provisioning State Provisioning state of the Backend Address Pool.

Provisioning State Provisioning state of the Load Balancer.

Tag Key The key of tag pair, these keys are used by the Load
Balancer.

Tag Value The value of tag pair, these values are used by the

Load Balancer.

Microsoft: Azure Standard Load Balancer Performance

Object Name Object Description

Allocated Snat Ports Total number of SNAT ports allocated within time
period.

Byte Count Total number of Bytes transmitted within time period.

Data Path Availability Average Load Balancer data path availability per time
duration.

Health Probe Status Average Load Balancer health probe status per time
duration.

Packet Count Total number of Packets transmitted within time period.

SNAT Connection Count Total number of new SNAT connections created within
time period.

SYN Count Total number of SYN Packets transmitted within time
period.

Used Snat Ports Total number of SNAT ports used within time period.

Azure Managed Disks Service

Microsoft: Azure Managed Disks Configuration

Object Name Object Description
Azure Virtual Machine Name Virtual Machine name.
Resource Group Name Resource Group Name.
Azure Managed Disk/Resource Group Resource Group identifier.
Azure Managed Disk/Virtual Machine Virtual Machine identifier.
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Create Option This enumerates the possible sources of a disk's
creation.

Disk Size GB The disk size.

Disk State The disk state.

Image Reference Image reference name.

Name Name of the managed disk.

Name The sku name.

Name Key of the tag.

OS Type OS Type.

Repository Site Name Name of the repository site.

Tier The sku tier.

Time Created The time when the disk was created.

Value Value of the tag.

Azure Network Security Group Service

Microsoft: Azure Network Security Group Configuration

Object Name Obiject Description
Azure Resource Group Name The Resource Group Name.
Access The access policy of the default inbound security rule

associated with the Azure network security group.

Access The access policy of the outbound default security rule
associated with the Azure network security group.

Access The access policy of the inbound security rule
associated with the Azure network security group.

Access The access policy of the outbound security rule
associated with the Azure network security group.

Azure Network Security Group/Resource Group Relationship between Azure Network Security Group
and Resource Group.

Description The description of the outbound default security rule
associated with the Azure network security group.

Description The description of the inbound default security rule
associated with the Azure network security group.
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Description The description of the inbound security rule associated
with the Azure network security group.
Description The description of the outbound security rule

associated with the Azure network security group.

Destination Address Prefix

The destination address prefix of the inbound default
security rule associated with the Azure network security
group. The destination filter can be Any, an IP address
range, or a default tag. It specifies the outgoing traffic
from a specified destination IP address range that will
be allowed or denied by this rule.

Destination Address Prefix

The destination address prefix of the outbound default
security rule associated with the Azure network security
group. The destination filter can be Any, an IP address
range, or a default tag. It specifies the outgoing traffic
from a specified destination IP address range that will
be allowed or denied by this rule.

Destination Address Prefix

The destination address prefix of the inbound security
rule associated with the Azure network security group.
The destination filter can be Any, an IP address range,
or a default tag. It specifies the outgoing traffic from a
specified destination IP address range that will be
allowed or denied by this rule.

Destination Address Prefix

The destination address prefix of the outbound security
rule associated with the Azure network security group.
The destination filter can be Any, an IP address range,
or a default tag. It specifies the outgoing traffic from a
specified destination IP address range that will be
allowed or denied by this rule.

Destination Port Range

The destination port range of the inbound default
security rule associated with the Azure network security
group. A single port, such as 80, or a port range, such
as 1024-65535, can be specified. This specifies the
ports at which traffic will be allowed or denied.

Destination Port Range

The destination port range of the outbound default
security rule associated with the Azure network security
group. A single port, such as 80, or a port range, such
as 1024-65535, can be specified. This specifies the
ports at which traffic will be allowed or denied.

Destination Port Range

The destination port range of the inbound security rule
associated with the Azure network security group. A
single port, such as 80, or a port range, such as 1024-
65535, can be specified. This specifies the ports at
which traffic will be allowed or denied.
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Destination Port Range

The destination port range of the outbound security
rule associated with the Azure network security group.
Asingle port, such as 80, or a port range, such as
1024-65535, can be specified. This specifies the ports
at which traffic will be allowed or denied.

Direction

The direction of the inbound default security rule
associated with the Azure network security group.

Direction

The direction of the outbound default security rule
associated with the Azure network security group.

Direction

The direction of the inbound security rule associated
with the Azure network security group.

Direction

The direction of the outbound security rule associated
with the Azure network security group.

Name

The name of the inbound default security rule
associated with the Azure network security group.

Name

The name of the outbound default security rule
associated with the Azure network security group.

Name

The name of the Azure network security group.

Name

The name of the inbound security rule associated with
the Azure network security group.

Name

The name of the outbound security rule associated with
the Azure network security group.

Priority

The priority of the inbound default security rule
associated with the Azure network security group. Rules
are processes in priority order; the lower the number,
the higher the priority. It is recommended to add gaps
between rules - 100, 200, 300 etc.

Priority

The priority of the inbound security rule associated with
the Azure network security group. Rules are processes
in priority order; the lower the number, the higher the
priority. It is recommended to add gaps between rules -

100, 200, 300 etc.

Priority

The priority of the outbound security rule associated
with the Azure network security group. Rules are
processes in priority order; the lower the number, the
higher the priority. It is recommended to add gaps
between rules - 100, 200, 300 etc.

Azure Network Security Group Service
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Priority

The priority of the outbound default security rule
associated with the Azure network security group. Rules
are processes in priority order; the lower the number,
the higher the priority. It is recommended to add gaps
between rules - 100, 200, 300 etc.

Protocol

The protocol of the inbound security rule associated
with the Azure network security group.

Protocol

The protocol of the outbound default security rule
associated with the Azure network security group.

Protocol

The protocol of the outbound security rule associated
with the Azure network security group.

Protocol

The protocol of the inbound default security rule
associated with the Azure network security group.

Provisioning State

The state of the inbound security rule associated with
the Azure network security group.

Provisioning State

The state of the outbound default security rule
associated with the Azure network security group.

Provisioning State

The state of the Azure network security group.

Provisioning State

The state of the outbound security rule associated with
the Azure network security group.

Provisioning State

The state of the inbound default security rule
associated with the Azure network security group.

Source Address Prefix

The source address prefix of the inbound security rule
associated with the Azure network security group. The
source filter can be Any, an IP address range, or a
default tag. It specifies the incoming traffic from a
specified source IP address range that will be allowed
or denied by this rule.

Source Address Prefix

The source address prefix of the inbound default
security rule associated with the Azure network security
group. The source filter can be Any, an IP address
range, or a default tag. It specifies the incoming traffic
from a specified source IP address range that will be
allowed or denied by this rule.

Source Address Prefix

The source address prefix of the outbound default
security rule associated with the Azure network security
group. The source filter can be Any, an IP address
range, or a default tag. It specifies the incoming traffic
from a specified source IP address range that will be
allowed or denied by this rule.
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Source Address Prefix The source address prefix of the outbound security rule
associated with the Azure network security group. The
source filter can be Any, an IP address range, or a
default tag. It specifies the incoming traffic from a
specified source IP address range that will be allowed
or denied by this rule.

Source Port Range The source port range of the outbound security rule
associated with the Azure network security group. A
single port, such as 80, or a port range, such as 1024-
65535, can be specified. This specifies the ports at
which traffic will be allowed or denied.

Source Port Range The source port range of the inbound default security
rule associated with the Azure network security group.
A single port, such as 80, or a port range, such as
1024-65535, can be specified. This specifies the ports
at which traffic will be allowed or denied.

Source Port Range The source port range of the outbound default security
rule associated with the Azure network security group.
A single port, such as 80, or a port range, such as
1024-65535, can be specified. This specifies the ports
at which traffic will be allowed or denied.

Source Port Range The source port range of the inbound security rule
associated with the Azure network security group. A
single port, such as 80, or a port range, such as 1024-
65535, can be specified. This specifies the ports at
which traffic will be allowed or denied.

Tag Key An Azure network security group tag key.

Tag Value An Azure network security group tag value.

Azure Recovery Service Vault

Microsoft: Azure Recovery Services Vault Configuration

Object Name Object Description

Resource Group Name The name of the resource group.

Azure Recovery Vault/Resource Group The relationship identifier with resource group.

Location The recovery vault location.

Sku Name The sku is a unique identifier of the resource. Possible
values RSO
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Sku Type The sku is a unique identifier of the resource. Possible
values Standard.

Tag Key The key of the tag.

Tag Value The value of the tag.

Vault Name The name of the recovery vault.

Vault Provisioning State The provision state of the vault.

Azure Resource Group Service

Microsoft: Azure Resource Group Configuration

Object Name

Object Description

Resource Name

The name of the resource.

Resource Type

The type of the resource.

Resource Location

The location of the resource.

Tag Key

The key of tag pair.

Tag Value

The value of tag pair.

Azure Service Bus (Relay)

Microsoft: Azure Service Bus Configuration

Object Name Obiject Description

IP Mask IP Mask.

Name Name of this SKU.

Name The name of the resource associated with the resource
group.

Name Virtual Network resource name.

Namespace Alias Name

The namespace alias name.

Role role of namespace in GEO DR - possible values
Primary or PrimaryNotReplicating or Secondary
Tier The billing tier of this particular SKU.
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Action

The IP Filter Action

Azure Service Bus Namespace/ Service Bus
Namespace

ARM Id of the Primary/Secondary eventhub namespace
name, which is part of GEO DR pairing.

Azure Service Bus Namespace/Resource Group

The resource |d associated with the resource group.

Azure Service Bus Namespace/Subnet

Resource ID of Virtual Network Subnet.

Azure Service Bus Namespace/Virtual Network

Resource ID of Virtual Network.

Capacity The specified messaging units for the tier. For Premium
tier, capacity are 1,2 and 4.

Created At The time the namespace was created.

Endpoint Endpoint you can use to perform Service Bus

operations.

Ignore Missing

Value that indicates whether to ignore missing VNet
Service Endpoint

Location The Geo-location where the resource lives.
Metric Id |dentifier for Azure Insights metrics.
Name Azure Service Bus Resource name

Network Default Action

Default Action for Network Rule Set

Provisioning State

Provisioning state of the namespace.

Status Status of the Namespace.
Tag Key Tags key.
Tag Value Tags values.

Microsoft: Azure Service Bus Performance

Object Name

Obiject Description

Active Connections

Total Active Connections for Microsoft.ServiceBus.

Active Messages

Count of active messages in a Queue/Topic.

Active Messages

Count of active messages in a Queue/Topic.

Connections Closed

Connections Closed for Microsoft.ServiceBus.

Connections Closed

Connections Closed for Microsoft.ServiceBus.

Connections Opened

Connections Opened for Microsoft.ServiceBus.

Connections Opened

Connections Opened for Microsoft.ServiceBus.

Azure Service Bus (Relay)
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Deadlettered Messages

Count of dead-lettered messages in a Queue/Topic.

Deadlettered Messages

Count of dead-lettered messages in a Queue/Topic.

Incoming Messages

Incoming Messages for Microsoft.ServiceBus.

Incoming Messages

Incoming Messages for Microsoft.ServiceBus.

Incoming Requests

Incoming Requests for Microsoft.ServiceBus.

Incoming Requests

Incoming Requests for Microsoft.ServiceBus.

Messages

Count of messages in a Queue/Topic.

Messages

Count of messages in a Queue/Topic.

Namespace CPU Usage

Service bus premium namespace CPU usage metric.

Namespace Memory Usage

Service bus premium namespace memory usage
metric.

Outgoing Messages

Outgoing Messages for Microsoft.ServiceBus.

Outgoing Messages

Outgoing Messages for Microsoft.ServiceBus.

Scheduled Messages

Count of scheduled messages in a Queue/Topic.

Scheduled Messages

Count of scheduled messages in a Queue/Topic.

Server Errors

Server Errors for Microsoft.ServiceBus.

Server Errors

Server Errors for Microsoft.ServiceBus.

Size

Size of an Queue/Topic in Bytes.

Size

Size of an Queue/Topic in Bytes.

Successful Requests

Total successful requests for a namespace

Successful Requests

Total successful requests for a namespace

Throttled Requests

Throttled Requests for Microsoft.ServiceBus.

Throttled Requests

Throttled Requests for Microsoft.ServiceBus.

User Errors

User Errors for Microsoft.ServiceBus.

User Errors

User Errors for Microsoft.ServiceBus.

Microsoft: Azure Service Bus Queues Configuration

Object Name Object Description
Name Resource name
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Status Enumerates the possible values for the status of a
messaging entity.

Current Size (MB) The size of the queue, in megabytes.

Max Size (MB) The maximum size of the queue in megabytes, which is
the size of memory allocated for the queue.

Dead Letter A value that indicates whether this queue has dead
letter support when a message expires.

Enable Express A value that indicates whether Express Entities are
enabled. An express queue holds a message in
memory temporarily before writing it to persistent
storage.

Enable Partitioning A value that indicates whether the queue is to be
partitioned across multiple message brokers.

Max Delivery The maximum delivery count.

Requires Session A value that indicates whether the queue supports the
concept of sessions.

Created Time The exact time the message was created.

Microsoft: Azure Service Bus Topics Configuration

Object Name Obiject Description
Name Resource Topic name.
Status Enumerates the possible values for the status of a

messaging entity.

Subscription Count Number of subscriptions.

Current Size (B) Size of the topic, in bytes.

Max Size (MB) Maximum size of the topic in megabytes, which is the
size of the memory allocated for the topic. Default is
1024.

Enable Express Value that indicates whether Express Entities are

enabled. An express topic holds a message in memory
temporarily before writing it to persistent storage.

Enable Partitioning Value that indicates whether the topic to be partitioned
across multiple message brokers is enabled.

Created Time Exact time the message was created.
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Azure Site Recovery

Microsoft: Azure Site Recovery Plans Configuration

Object Name Obiject Description

Name The name of the Site Recovery plan.
Primary Fabric Name The primary fabric name.

Recovery Fabric Name The recovery fabric name.

Allowed Operations The list of allowed operations.
Failover Deployment Model The failover deployment model.
Number of Site Recovery Plans The number of Site Recovery plans.
Replication Providers The list of replication providers.
Type The type of the Site Recovery plan.

Microsoft: Azure Site Recovery Policy Configuration

Object Name Obiject Description

Name The name of the Site Recovery policy.

Instance Type Gets the class type. Overridden in derived classes.

App Consistent Frequency The app consistent snapshot frequency in minutes.

Crash Consistent Frequency The crash consistent snapshot frequency in minutes.

Multi VM Sync Status A value indicating whether multi-VM sync has to be
enabled.

Number of Site Recovery Policies Number of policies.

Recovery Point The duration in minutes until which the recovery points
need to be stored.

Recovery Point Threshold The recovery point threshold in minutes.

Type The type of the Site Recovery policy.
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Microsoft: Azure Site Recovery Protected ltems Configuration

Object Name

Object Description

[tem Name

The name associated with the resource.

Site Recovery Policy Name

Site Recovery Policy Name.

Primary Fabric Name

The friendly name of the primary fabric.

Recovery Fabric Name

The friendly name of recovery fabric.

Active Location

The Current active location of the PE.

Failover Health

The consolidated failover health for the VM.

Number of Site Recovery Protected ltems

Number of protected items.

Protected ltem ID

Protected ltem ID.

Protected ltem Type

Protected ltem Type.

Protection State

Protection State.

Replication Health

The consolidated protection health for the VM taking
any issues with SRS as well as all the replication units
associated with the VM's replication group into
account.

Site Recovery Protected ltems

All the site recovery protected items.

Test Failover State

The Test failover state.

Azure SQL Servers Service

Microsoft: Azure SQL Database Configuration

Object Name

Obiject Description

Azure Resource Group Name

The Resource Group Name.

Azure SQL Database/Resource Group

Azure Resource Group ID associated with Azure SQL
Database.

Collation

Specifies the name of the SQL database collation.

Creation Date

Specifies the date and time that the database was
created.

Database ID

Specifies the identifier of the database.

Database Name

The name of the SQL database.

Azure SQL Servers Service
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Default Secondary Location Specifies the default location of the secondary Azure
server.

Earliest Restore Date Specifies the date and time that the database was
restored.

Edition Specifies the edition of the database.

Kind Specifies the SQL Server version and the database
type.

Location The location of the SQL database component.

Maximum Size (GB) Specifies the maximum size to which the database may
grow.

Requested Service Obijective Id Specifies the identifier of the requested service level.

Server Version Displays the version of SQL Server.

Service Level Obijective Specifies the performance level of the database.

Status The status of the SQL database component.

Subscription ID The subscription identifier value.

Tag Tags are key/value pairs that enable you to categorize
resources and view consolidated billing by applying the
same tag to multiple resources and resource groups.

Tag Key Key of the tag pair.

Tag Value Value of the tag pair.

Microsoft: Azure SQL Database Performance

Object Name Object Description

Blocked by Firewall Specifies the count of connection attempts blocked by
the firewall.

CPU Percentage Specifies the average CPU utilization.

Data IO Percentage Specifies the average 1O utilization.

Database Size Percentage Specifies the percent of the maximum size for the
database.

Deadlock Specifies the count of deadlocks.

DTU Limit Specifies the current DTU limit for the database.

DTU Percentage Specifies the average DTU utilization.
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DTU Used

Specifies the average DTU utilization.

Failed Connections

Specifies the count of failed connections.

In-Memory OLTP Storage Percent

Specifies the percent of In-Memory OLTP storage.

Log IO Percentage

Specifies the average log utilization.

Sessions Percentage

Specifies the percent of maximum concurrent active
sessions.

Successful Connections

Specifies the count of successful connections.

Total Database Size

Specifies the total size of the database.

Workers Percentage

Specifies the percent of maximum concurrent active
workers (requests).

Microsoft: Azure SQL Server Configuration

Object Name Obiject Description

Azure Resource Group Name The Resource Group Name.
Azure SQL Server/Resource Group Resource Group Id.

FQDN Azure SQL Server Fully Qualified Domain Name.
ID Azure SQL Server ID.
Location Azure SQL Server location.
Name Azure SQL Server Name.
State Azure SQL Server state.

Tag Key Tag Key.

Tag Value Tag Value.

Type Azure SQL Server type.
Version Azure SQL Server version.

Azure Storage Service

Microsoft: Azure Storage Account Blob Performance

Object Name

Object Description

Azure Storage Service
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Average Availability The percentage of availability for the storage service or
the specified APl operation. Availability is calculated by
taking the TotalBillableRequests value and dividing it
by the number of applicable requests, including those
that produced unexpected errors. All unexpected errors
result in reduced availability for the storage service or
the specified API operation.

Average E2E Latency The average end-to-end latency of successful requests
made fo a storage service or the specified AP
operation, in milliseconds. This value includes the
required processing time within Azure Storage to read
the request, send the response, and receive
acknowledgment of the response.

Average Server Latency The average latency used by Azure Storage to process
a successful request, in milliseconds. This value does
not include the network latency specified in
AverageE2ELatency.

Index Capacity The amount of storage used by ADLS Gen2
(Hierarchical) Index in bytes.

Total Blob Capacity The amount of storage used by the storage account’s
Blob service, in bytes.

Total Blob Container The number of blob containers in the storage account’s
Blob service.
Total Blob Count The number of committed and uncommitted blobs in

the storage account’s Blob service.

Total Egress The amount of egress data, in bytes. This number
includes egress from an external client into Azure
Storage as well as egress within Azure. As a result, this
number does not reflect billable egress.

Total Ingress The amount of ingress data, in bytes. This number
includes ingress from an external client into Azure
Storage as well as ingress within Azure.

Total Transactions The number of requests made to a storage service or
the specified APl operation. This number includes
successful and failed requests, as well as requests
which produced errors.

Microsoft: Azure Storage Account Configuration

Object Name Object Description
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Azure Resource Group Name

The Resource Group Name.

Azure Storage Account/Resource Group

Azure Resource Group ID associated with Azure
storage account.

Creation Time

Gets the creation date and time of the storage account
in UTC.

Kind Indicates the type of storage account.
Location Resource location

Name Resource name.

Name Gets the sku name.

Primary Endpoint Name

The primary endpoint name

Primary Endpoint Value

The primary endpoint value

Primary Location

Gets the location of the primary data center for the
storage account.

Primary Status

Gets the status indicating whether the primary location
of the storage account is available or unavailable.

Provisioning State

Gets the status of the storage account at the time the
operation was called.

Secondary Endpoint Name

The secondary endpoint name

Secondary Endpoint Value

The secondary endpoint value

Secondary Location

Gets the location of the geo-replicated secondary for
the storage account. Only available if the accountType
is Standard GRS or Standard RAGRS.

Secondary Status

Gets the status indicating whether the secondary
location of the storage account is available or
unavailable. Only available if the SKU name is

Standard_GRS or Standard RAGRS.

Tag Key An Azure storage account tag key.
Tag Value An Azure storage account tag value.
Tier Gets the sku tier. This is based on the SKU name.

Microsoft: Azure Storage Account File Performance

Object Name

Obiject Description
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Average Availability

The percentage of availability for the storage service or
the specified APl operation. Availability is calculated by
taking the TotalBillableRequests value and dividing it
by the number of applicable requests, including those
that produced unexpected errors. All unexpected errors
result in reduced availability for the storage service or
the specified API operation.

Average E2E Latency

The average end-to-end latency of successful requests
made fo a storage service or the specified AP
operation, in milliseconds. This value includes the
required processing time within Azure Storage to read
the request, send the response, and receive
acknowledgment of the response.

Average File Capacity

The amount of storage used by the storage account’s
File service in bytes.

Average File Count

The number of file in the storage account’s File service.

Average File Share Count

The number of file shares in the storage account’s File
service.

Average Server Latency

The average latency used by Azure Storage to process
a successful request, in milliseconds. This value does
not include the network latency specified in
AverageE2ELatency.

File Share Capacity Quota

The upper limit on the amount of storage that can be
used by Azure Files Service in bytes.

File Share Snapshot Count

The number of snapshots present on the share in
storage account’s Files Service.

File Share Snapshot Size

The amount of storage used by the snapshots in
storage account’s File service in bytes.

Total Egress

The amount of egress data, in bytes. This number
includes egress from an external client into Azure
Storage as well as egress within Azure. As a result, this
number does not reflect billable egress.

Total Ingress

The amount of ingress data, in bytes. This number
includes ingress from an external client into Azure
Storage as well as ingress within Azure.

Total Transactions

The number of requests made to a storage service or
the specified APl operation. This number includes
successful and failed requests, as well as requests
which produced errors. Use ResponseType dimension
for the number of different type of response.
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Microsoft: Azure Storage Account Performance

Object Name Object Description

Average Availability The percentage of availability for the storage service or
the specified APl operation. Availability is calculated by
taking the total billable requests value and dividing it
by the number of applicable requests, including those
requests that produced unexpected errors. All
unexpected errors result in reduced availability for the
storage service or the specified APl operation.

Average E2E Latency The average end-to-end latency of successful requests
made to a storage service or the specified AP
operation, in milliseconds. This value includes the
required processing time within Azure Storage to read
the request, send the response, and receive
acknowledgment of the response.

Average Server Latency The average latency used by Azure Storage to process
a successful request, in milliseconds. This value does
not include the network latency specified in
AverageE2ELatency.

Total Egress The amount of egress data, in bytes. This number
includes egress from an external client into Azure
Storage as well as egress within Azure. As a result, this
number does not reflect billable egress.

Total Ingress The amount of ingress data, in bytes. This number
includes ingress from an external client into Azure
Storage as well as ingress within Azure.

Total Transactions The number of requests made to a storage service or
the specified APl operation. This number includes
successful and failed requests, as well as requests
which produced errors.

Total Used Capacity The amount of storage used by the storage account.
For standard storage accounts, it's the sum of capacity
used by blob, table, file, and queue. For premium
storage accounts and Blob storage accounts, it is the
same as BlobCapacity.

Microsoft: Azure Storage Account Queue Performance

Object Name Obiject Description
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Average Availability The percentage of availability for the storage service or
the specified APl operation. Availability is calculated by
taking the TotalBillableRequests value and dividing it
by the number of applicable requests, including those
that produced unexpected errors. All unexpected errors
result in reduced availability for the storage service or
the specified API operation.

Average E2E Latency The average end-to-end latency of successful requests
made fo a storage service or the specified AP
operation, in milliseconds. This value includes the
required processing time within Azure Storage to read
the request, send the response, and receive
acknowledgment of the response.

Average Server Latency The average latency used by Azure Storage to process
a successful request, in milliseconds. This value does
not include the network latency specified in
AverageE2ELatency.

Total Egress The amount of egress data, in bytes. This number
includes egress from an external client into Azure
Storage as well as egress within Azure. As a result, this
number does not reflect billable egress.

Total Ingress The amount of ingress data, in bytes. This number
includes ingress from an external client into Azure
Storage as well as ingress within Azure.

Total Queue Capacity The amount of storage used by the storage account’s
Queue service, in bytes.

Total Queue Count The number of queues in the storage account’s Queue
service.
Total Queue Message Count The number of message queues in the storage

account’s Queue service.

Total Transactions The number of requests made to a storage service or
the specified APl operation. This number includes
successful and failed requests, as well as requests
which produced errors.

Microsoft: Azure Storage Account Table Performance

Object Name Obiject Description
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Average Availability The percentage of availability for the storage service or
the specified APl operation. Availability is calculated by
taking the TotalBillableRequests value and dividing it
by the number of applicable requests, including those
that produced unexpected errors. All unexpected errors
result in reduced availability for the storage service or
the specified API operation.

Average E2E Latency The average end-to-end latency of successful requests
made fo a storage service or the specified AP
operation, in milliseconds. This value includes the
required processing time within Azure Storage to read
the request, send the response, and receive
acknowledgment of the response.

Average Server Latency The average latency used by Azure Storage to process
a successful request, in milliseconds. This value does
not include the network latency specified in
AverageE2ELatency.

Total Egress The amount of egress data, in bytes. This number
includes egress from an external client into Azure
Storage as well as egress within Azure. As a result, this
number does not reflect billable egress.

Total Ingress The amount of ingress data, in bytes. This number
includes ingress from an external client into Azure
Storage as well as ingress within Azure.

Total Table Capacity The amount of storage used by the storage account’s
Table service, in bytes.

Total Table Count The number of tables in the storage account’s Table
service.
Total Table Entity Count The number of entity tables in the storage account’s

Table service.

Total Transactions The number of requests made to a storage service or
the specified APl operation. This number includes
successful and failed requests, as well as requests
which produced errors.

Azure Traffic Manager Service

Microsoft: Azure Traffic Manager Profile Configuration

Object Name Object Description
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Azure Resource Group Name

The Resource Group Name.

Azure Traffic Manager Name

The name of the Traffic Manager Profile.

Azure Traffic Manager Profile/Resource Group

Azure Resource Group ID associated with Azure traffic
manager profile.

Azure Traffic Manager/Traffic Manager

Specifies the em7 resource ID of the child profile that
this endpoint will direct traffic to.

DNS TTL Specifies the DNS Time-to-Live (TTL), in seconds.

FQDN The fully-qualified domain name of the Traffic
Manager profile. This is a read-only property, formed
from the concatenation of the relativeName with the
DNS domain used by Azure Traffic Manager.

ID The ID of an Azure traffic manager profile.

ID Specifies the ARM resource ID of the endpoint. Each
endpoint is a child resource of the parent profile
resource, hence each endpoint has a unique ARM
resource |ID.

Key Atag key for an Azure traffic manager profile.

Location Specifies the location of the endpoint. This value is

used in the ‘Performance’ traffic-routing method when
determining which endpoint is closest to the end user.

Monitor Status

Indicates the overall health status for the Traffic
Manager profile.

Monitor Status

Indicates the health status for the endpoint.

Name The name of an Azure traffic manager profile.

Name Specifies the name (ARM resource name) of the
endpoint.

Priority Specifies the priority of this endpoint when using the

‘Priority’ traffic routing method.

Relative Name

Specifies the relative DNS name provided by this Traffic
Manager profile.

Routing Method

The traffic routing method of an Azure traffic manager
profile.

Status Specifies whether the profile should be enabled or
disabled.
Status Specifies the status of the endpoint. . If the endpoint is
Enabled, it is probed for endpoint health and is
included in the traffic routing method.
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Target Resource The fully-qualified DNS name of the endpoint. Traffic
Manager returns this value in DNS responses when it
directs traffic to this endpoint. Applicable to endpoints
of type ‘AzureEndpoints’ and ‘ExternalEndpoints’ only.

Type Specifies the type of the endpoint.

Value Atag value for an Azure traffic manager profile.

Weight Specifies the weight assigned by Traffic Manager to the
endpoint.

Microsoft: Azure Traffic Manager Profile Performance

Object Name Object Description

Endpoint Status by Endpoint 1 if an endpoint probe status is "Enabled", O otherwise.

Queries by Endpoint Returned Number of times a Traffic Manager endpoint was
returned in the given time frame.

Azure Virtual Machines Service

Microsoft: Azure Virtual Machine Configuration

Object Name Obiject Description

Name The name of a data disk that is aligned with a Azure
virtual machine.

Name The name of SKU.

Family The Family of this particular SKU.

Name The virtual machine OS Disk.

Size The Size of the SKU.

Size (GB) The size of a data disk that is aligned with a Azure
virtual machine.

Tier Specifies the tier of virtual machines in a scale set.

Enabled Whether boot diagnostics is enabled on the Virtual
Machine.

Type The type of a data disk that is aligned with a Azure

virtual machine.
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Type

The operating system disk type of an Azure virtual
machine.

Azure Virtual Network Name

The name of the virtual network.

CPU Core Count

Number of vCPUs for this specific machine.

Host

Host name.

Installed Memory(GB)

Installed memory in Gigabytesfor this machine.

Max Disk Count

Max quantity of disks for this machine

OS Disk Size (GB)

OS Disk Size in Gigabytes for this machine.

Resource Disk Size (MB)

Max Resource Disk Size in Megabytes.

Storage Account Name

The Storage Account Name associated with the Azure
Virtual machine.

Storage Account Type Specifies the storage account type for the managed
disk. Possible values are: Standard LRS | Premium
LRS.

Storage Account Type Specifies the storage account type for the managed

disk. Possible values are: Standard LRS | Premium_
LRS.

Automatic Updates

Indicates whether or not automatic updates are
enabled.

Azure Network Security Group Name

The Network Security Group Name.

Azure Resource Group Name

The Resource Group Name.

Azure Subnet Name

The Subnet Name associated with the Azure Virtual
machine.

Azure Virtual Machine Identifier Namespace

The namespace used to link the CCC application.

Azure Virtual Machine Name

The name of the Virtual machine.

Azure Virtual Machine/Network Security Group

Azure Network Security Group ID associated with
network interface.

Azure Virtual Machine/Resource Group

Azure Resource Group ID associated with Azure virtual
machine.

Azure Virtual Machine/Storage Account

Azure Storage Account ID that contains the OS disk of
Virtual Machine, and it is associated with Azure virtual
machine.

Azure Virtual Machine/Subnet

Azure Subnet ID associated with Azure virtual machine.

Azure Virtual Machine/Virtual Network

Azure Virtual Network ID associated with Azure virtual
machine.
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Caching

Specifies the caching requirements. Possible values
are: None | ReadOnly | ReadWrite.

Caching

Specifies the caching requirements. Possible values
are: None | ReadOnly | ReadWrite.

Certificate Url

Specifies the URL of the certificate with which new
virtual machines are provisioned.

Code

Specifies the code of disk statuses from virtual
machines.

Computer Name

The computer name of an Azure virtual machine.

Config Name

An Azure IP configuration name, utilized by an Azure
virtual machine.

Created From

Method in which Azure virtual machine was created.

Deployment Status

The deployment status of an Azure virtual machine

Display Status

Specifies the display status of disks from virtual
machines.

Dynatrace Host/Azure Virtual Machine

Dynatrace namespace.

Hardware Type The Azure virtual machine hardware type. This will let
Azure know the configuration that is needed by a virtual
machine.

ID Specifies the identifying URL of the virtual machine

Interface MAC Address Azure network interface MAC Address

Interface Name

Azure network interface name utilized by an Azure
virtual machine.

Interface Resource GUID

Azure network interface global unique identifier.

IP Allocation Method

The Private IP Address Allocation Method for an Azure
network inferface. Expected to be either Dynamic or
Static.

IP Version The Private IP Address version for an Azure network
interface. Expected to be either [Pv6 or IPv4.

Level Specifies the level of disk statuses from virtual
machines.

Location The location where an Azure virtual machine resides.

Location Specifies the supported Azure location where the
availability set exists.

Name The name of an Azure virtual machine.

Name Specifies the name of the availability set.
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Name

Specifies the name of disk from virtual machines.

Network Interface Name

Network interface that belongs to a network security
group.

OS SKU The operating system release SKU of an Azure virtual
machine.

OS Type The operating system type of an Azure virtual machine.

OS Version The operating system version of an Azure virtual

machine.

Platform Fault Domain Count

Specifies the fault domain of the virtual machine.

Platform Update Domain Count

Specifies the update domain of the virtual machine.

Private IP Address

The Private IP Address for an Azure network interface.

Protocol Specifies the protocol of listener.

Sku Specifies the sku of the image used to create the virtual
machine.

SKU Virtual Machine Subscription Information

Status The name of an Azure virtual machine status.

Status Level

The priority level of an Azure virtual machine status
entry.

Status Message

The message for an Azure virtual machine status entry.

Status Time The time of occurrence for an Azure virtual machine
status entry.

Storage Uri Uri of the storage account to use for placing the
console output and screenshot.

Tag Key An Azure virtual machine tag key.

Tag Value An Azure virtual machine tag value.

Time Specifies the timestamp of last disk statuses from virtual
machines.

Type Specifies the type of compute resource.

URI The uri of a data disk that is aligned with a Azure virtual
machine.

URI The virtual machine OS disk URI.

VM ID Specifies the VM unique ID, which is a 128-bits

identifier that is encoded and stored in all Azure laa$S
VMs SMBIOS and can be read using platform BIOS

commands.
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Microsoft: Azure Virtual Machine Performance

Object Name Object Description

CPU Average The most recent average CPU counter for an Azure
virtual machine.

CPU Credits Consumed Total number of credits consumed by the Virtual
Machine.

CPU Credits Remaining Total number of credits available to burst.

Disk Read Bytes Total bytes read from disk during monitoring period.

Disk Read Operations/Second Total number of read /O operations per second.

Disk Write Bytes Total bytes written to disk during monitoring period.

Disk Write Operations/Second Total number of write I/O operations per second.

Inbound Flows Inbound Flows are number of current flows in the

inbound direction (traffic going into the VM).

Inbound Flows Maximum Creation Rate The maximum creation rate of inbound flows (traffic
going into the VM).

Network In The number of bytes received on all network interfaces
by the Virtual Machine(s) (Incoming Traffic)

Network Out The number of bytes out on all network interfaces by
the Virtual Machine(s) (Outgoing Traffic)

Qutbound Flows Qutbound Flows are number of current flows in the
outbound direction (traffic going out of the VM).

Outbound Flows Maximum Creation Rate The maximum creation rate of outbound flows (traffic
going out of the VM).

Azure Virtual Network Service

Microsoft: Azure Virtual Network Configuration

Object Name Object Description

Name The name of the Virtual Network Peering.

Address Prefix The address prefix associated with the Virtual
Network.This is a comma-separated list.
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Allow Forwarded Traffic

Possible values are:True: Forwarded traffic (traffic not
originating from the VMs in the peer Virtual Network)
will be allowed.False: Forwarded traffic (traffic not
originating from the VMs in the peer Virtual Network)
will not be allowed.

Allow Gateway Transit

Indicates if peer Virtual Networks can access the Virtual
Network's Gateway. It does not indicate if the Gateway
is already being used. Possible values are:True: The
peer Virtual Network can use the Virtual network
Gateway of this Virtual network for connecting to on-
premises networks.False: The peer Virtual Network can
not use the Virtual network Gateway of this Virtual
network for connecting to on-premises networks.

Allow VNet Access

Indicates if communication between the two virtual
networks is possible by automatic opening of ACLs.
Possible values are:True: (default) The peer Virtual
Network's address is included as part of the VIRTUAL
NETWORK tagFalse: The peer Virtual Network's
address is not included as part of VIRTUAL NETWORK
tag. The VMs in the peer Virtual Network space would
not be able to access the VMs in local Virtual Network
space. You would have to set explicit NSG rules to
allow communication between the Virtual Networks.

Peering State

State of the Virtual Network peering. Possible values
are: Initiated, Connected, or Disconnected.

Provisioning State

Provisioning state of the Virtual Network Peering.

Use Remote Gateways

Possible values are:True: If the flag is set to true, and
allowGatewayTransit on peer Virtual Network is also
true, the Virtual Network will use the Gateway of the
peer Virtual Network for transit. Only 1 peering can
have this flag set to true.False: If this flag is set to false,
the Virtual Network is not able to use the remote
Gateway for transit.

Address Space

AddressSpace contains an array of IP address ranges
that can be used by subnets of the virtual network.

Azure Resource Group Name

The Resource Group Name.

Azure Virtual Network/Resource Group

Azure Resource Group ID associated with Azure virtual
network.

Azure Virtual Network/Virtual Network Relationship

The identifying URI of the peer Virtual Network.

DNS Servers

An array of DNS servers available to VMs deployed in
the virtual network.

Provisioning State

Provisioning state of the Virtual Network.
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Subnet Address Prefix Virtual network prefixes of subnet.

Subnet Name A virtual network corresponding subnet name.

Subnet Provisioning State Provisioning state of the subnet.

Tag Key Key of the tag pair.

Tag Value Value of the tag pair.

Virtual Network Location Specifies the supported Azure location of the virtual
network.

Virtual Network Name The name of a virtual network.

Microsoft: Azure Virtual Network Gateway Configuration

Object Name Obiject Description
Name Name of the Virtual Network Gateway connection.
Address Prefixes A list of address blocks reserved for this virtual network

in CIDR notation.

Azure Virtual Network Gateway/Resource Group The Resource Group ID of the Virtual Network
Gateway.

Azure Virtual Network Gateway/Subnet The Subnet ID of the Virtual Network Gateway.

Gateway Type The type of this Virtual Network Gateway. Possible
values are: Vpn and ExpressRoute.

ID The ID of the Virtual Network Gateway.

IP address Public IP of the virtual Network Gateway.

Is BGP enabled Whether BGP is enabled for this Virtual Network
Gateway or not.

Key The Key of a tag.

Name The name of the Virtual Network Gateway.

Provisioning State The provisioning state of the Virtual Network Gateway
resource. Possible values are: Updating, Deleting, and
Failed.

Provisioning State The provisioning state of the public IP resource.

Possible values are: Updating, Deleting, and Failed.

Resource Group Name The Resource Group Name which contains the Virtual
Network Gateway.

Resource ID The Resource ID of the public IP address.
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SKU tier The Gateway SKU tier.

Status The status of the connection.

Subnet Name The Subnet name of the Virtual Network Gateway.

Type The connection type.

Value The value of the tag.

Virtual Network Gateway Type The type of this Virtual Network Gateway. Possible
values are: PolicyBased and RouteBased.

Microsoft: Azure Virtual Network Gateway Performance

Object Name Obiject Description

Gateway P2S Bandwidth Average point-to-site bandwidth in bytes per second for
Virtual Network Gateway.

Gateway S2S Bandwidth Average site-to-site bandwidth in bytes per second for
Virtual Network Gateway.

P2S Connection Count Point-to-site connection count for Virtual Network
Gateway.

Tunnel Bandwidth Average bandwidth of tunnel in bytes per second for

Virtual Network Gateway.

Tunnel Egress Bytes Outgoing bytes of tunnel for Virtual Network Gateway.

Tunnel Egress Packet Drop TS Mismatch Outgoing packet drop count from traffic selector
mismatch of tunnel for Virtual Network Gateway.

Tunnel Egress Packets Outgoing packet count of tunnel for Virtual Network
Gateway.

Tunnel Ingress Bytes Incoming bytes of tunnel for Virtual Network Gateway.

Tunnel Ingress Packet Drop TS Mismatch Incoming packet drop count from traffic selector

mismatch of tunnel for Virtual Network Gateway.

Tunnel Ingress Packets Incoming packet count of tunnel for Virtual Network
Gateway.

Microsoft: Azure Virtual Network Subnet Configuration

Object Name Object Description

Address Prefix Virtual network prefixes of subnet.
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Azure Network Security Group Name

The Network Security Group Name.

Azure Virtual Network Subnet/Network Security Group

Reference to the network security group that will be
applied to all corresponding subnets.

Network Security Group

Network security group (NSG) contains a list of access
control list (ACL) rules that allow or deny network traffic
to your YM instances in a Virtual Network.

Provisioning State

Provisioning state of the Virtual Network subnet.

Route Table

Azure Route Tables, or User Defined Routing, allow
you to create network routes so that your F-Series
Firewall VM can handle the traffic both between your
subnets and to the Internet.

Subnet Name

A virtual network corresponding subnet name.

Azure VM Scale Sets Service

Microsoft: Azure VMSS Configuration

Object Name Object Description

Size (GB) The size of a data disk that is aligned with a Azure
virtual machine scale set.

Type The type of a data disk that is aligned with a Azure
virtual machine scale set.

Type The type of a os disk that is aligned with a Azure virtual
machine scale set.

Name Name of the resource group.

Name Name of the sub-net.

Name Name of the load balancer.

Storage Account Type The Storage Account Type associated with the Azure
virtual machine scale set.

Storage Account Type Specifies the storage account type for the managed
disk. Possible values are: Standard LRS | Premium
LRS.

Automatic OS Upgrade Whether OS upgrades should automatically be applied
to scale set instances in a rolling fashion when a newer
version of the image becomes available.
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Autoscaling

Whether or not auto-scaling feature is enabled in the
scale set. Possible values are: "On" and "Off"

Availability Zone

Availability zones for the virtual machine scale set.

Azure VMSS/Load Balancer

Load balancer identifier.

Azure VMSS/Resource Group

Resource Group identifier.

Azure VMSS/Subnet Subnet identifier.

Caching The caching requirements of an Azure virtual machine
scale sef.

Caching Specifies the caching requirements. Possible values

are: None | ReadOnly | ReadWrite.

Computer Name Prefix

The computer name prefix of an Azure virtual machine
scale sef.

Creation Option

The operating system creation option of an Azure
virtual machine scale set.

Dynatrace Host/Azure Virtual Machine Scale Set

VMSS namespace.

Enabled Accelerated Network

Specifies whether the network interface is accelerated
networking-enabled.

IP Configurations

The IP configuration name.

Key Key of the tag pair.

Location The location where an Azure virtual machine scale set
resides.

Mode Specifies the mode of an upgrade to virtual machines
in the scale set. Possible values are: Manual |
Automatic

Name The IP Address Name

Name The network configuration name.

Name The name of an Azure virtual machine scale set.

Offer Specifies the offer of the platform image or
marketplace image used to create the virtual machine.

Primary Specifies the primary network interface in case the

virtual machine has more than 1 network interface.

Private IP Address Version

It represents whether the specific ipconfiguration is IPv4
or IPv6. Possible values are: IPv4 | IPv6

Provisioning State

Provisioning state of the Azure virtual machine scale

set. Possible values: Updating | Succeeded | Failed
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Public IP Public IP Address.

Publisher The image publisher.

Single Placement Group The single placement group of an Azure virtual
machine scale set of max size 100 virtual machines.

SKU The image SKU.

Sku Capacity Specifies the number of virtual machines in the scale
set.

Sku Name The sku name.

Sku Tier Specifies the tier of virtual machines in a scale set.

Possible values are: Standard | Basic

Type Specifies the type of an Azure virtual machine scale set.

Value Value of the tag pair.

Version Specifies the version of the platform image or
marketplace image used to create the virtual machine.

VMSS Name | Dynatrace Host Name VMSS name

Microsoft: Azure VMSS Performance

Object Name Obiject Description

CPU Average The percentage of allocated compute units that are
currently in use by the Virtual Machine(s)

CPU Credits Consumed Total number of credits consumed by the Virtual
Machine.

CPU Credits Remaining Total number of credits available to burst.

Disk Read Bytes Total bytes read from disk during monitoring period.

Disk Read Operations/Second Disk Read IOPS.

Disk Write Bytes Total bytes written to disk during monitoring period.

Disk Write Operations/Second Disk Write IOPS.

Network In The number of bytes received on all network interfaces

by the Virtual Machine Scale Set (Incoming Traffic)

Network Out The number of bytes out on all network interfaces by
the Virtual Machine scale set(Outgoing Traffic)
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Microsoft: Azure VMSS Profiles Configuration

Object Name Object Description
Name The name of the profile.
Mode The mode of the profile.

Profile Name

The profile name.

Default Limit The number of instances that will be set if metrics are
not available for evaluation. The default is only used if
the current instance count is lower than the default.

Max Limit The maximum number of instances for the resource.

The actual maximum number of instances is limited by
the cores that are available in the subscription.

Metric Name

The name of the metric that defines what the rule
monitors.

Min Limit

The minimum number of instances for the resource.

Number of Rules

The number of rules in the profile.

Time Zone The timezone for the hours of the profile.

Direction The scale direction. Whether the scaling action
increases or decreases the number of instances.

Start Date The start time for the profile in ISO 8601 format.

Cooldown The amount of time to wait since the last scaling action
before this action occurs. It must be between 1 week
and 1 minute in ISO 8601 format.

Enabled The enabled flag. Specifies whether automatic scaling
is enabled for the resource. The default value is 'true'.

End Date The end time for the profile in ISO 8601 format.

Name Azure resource name.

Operator The operator that is used to compare the metric data
and the threshold.

Recurrence The collection of days that the profile takes effect on.
Possible values are Sunday through Saturday.

Statistic The metric statistic type. How the metrics from multiple
instances are combined.

Threshold The threshold of the metric that triggers the scale

action.
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Time Aggregation Time aggregation type. How the data that is collected
should be combined over time. The default value is
Average.

Time Grain The granularity of metrics the rule monitors. Must be
one of the predefined values returned from metric
definitions for the metric. Must be between 12 hours
and 1 minute.

Time Window The range of time in which instance data is collected.
This value must be greater than the delay in metric
collection, which can vary from resource-to-resource.
Must be between 12 hours and 5 minutes.

Value The number of instances that are involved in the
scaling action. This value must be 1 or greater. The
default value is 1.

Microsoft: Azure VMSS Virtual Machine Configuration

Object Name Object Description
Azure VMSS Virtual Machine/Resource Group The resource group device identifier.
Caching Requirements Specifies the caching requirements. Possible values

are: None, ReadOnly and ReadWrite.

Code Disk statuses code.

Code VM statuses code.

Code VM Agent statuses code.

Computer Name The computer name assigned to the virtual machine.
Config Name The IP configuration name.

Created From Specifies how the virtual machine should be created.

Possible values are: Attach and FromImage.

Deployment Status The instance provisioning state.

Hardware Type The stock keeping unit name.

Instance ID The virtual machine instance ID.

Interface MAC Address The MAC address of the network interface.

Interface Name The network interface name.

Interface Resource GUID The resource GUID property of the network interface
resource.
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IP Allocation Method

Defines how a private IP address is assigned. Possible
values are: "Static" and "Dynamic”.

IP Version It represents whether the specific ipconfiguration is IPv4
or IPvé.
Key The instance tag name.

Latest Model Applied

Specifies whether the latest model has been applied to
the virtual machine.

Level Disk statuses level.

Level VM statuses level.

Level VM Agent statuses level.
Location The resource location.
Message VM Agent statuses message.
Name The device name.

Name The disk name.

Name Disk statuses.

OS Disk Size GB

Specifies the size of an empty data disk in gigabytes.
This value cannot be larger than 1023 GB.

OS Offer Specifies the offer of the platform image or
marketplace image used to create the virtual machine.

OS Publisher The image publisher.

OS SKU The image SKU(Stock Keeping Unit).

OS Type This property allows you to specify the type of the OS
that is included in the disk. Possible values are
Windows and Linux.

OS Version Specifies the version of the platform image or

marketplace image used to create the virtual machine.

Placement Group Id

VM Placement Group Id.

Platform Fault Domain Count

VM Platform Fault Domain Count.

Platform Update Domain Count

VM Platform Update Domain Count.

Private IP Address

Private IP address of the IP configuration.

Resource Group Name

The resource group device name.

Status

Disk statuses displayStatus.

Status

VM statuses displayStatus.
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Status VM Agent statuses displayStatus.

Storage Account Type Specifies the storage account type for the managed
disk. Possible values are Standard LRS or Premium
LRS.

Time Disk statuses time.

Time VM statuses time.

Time VM Agent statuses time.

Uri Specifies the virtual hard disk's uri.

Value The instance tag value.

VM Agent Version Specifies the version of the agent in the virtual
machine.

VM ID Azure Virtual Machine unique ID.

Microsoft: Azure VMSS Virtual Machine Performance

Object Name

Object Description

CPU Credits Consumed

Total number of credits consumed by the Virtual
Machine.

CPU Credits Remaining

Total number of credits available to burst.

CPU Utilization

The percentage of allocated compute units that are
currently in use by the Virtual Machine(s)

Disk Read Bytes

Total bytes read from disk during monitoring period.

Disk Read Operations/Second

Disk Read IOPS.

Disk Write Bytes

Total bytes written to disk during monitoring period.

Disk Write Operations/Second

Disk Write IOPS.

Network In The number of bytes received on all network interfaces
by the Virtual Machine Scale Set Virtual Machine
(Incoming Traffic)

Network Out The number of bytes out on all network interfaces by

the Virtual Machine Scale Set Virtual Machine
(Outgoing Traffic)
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Azure Web Application Firewall (WAF)

Microsoft: Azure WAF on Application Gateway Policy Configuration

Object Name Obiject Description

Match Variable The variable to be excluded. - RequestHeaderNames,
RequestCookieNames, RequestArgNames

Name The application Gateway Resource Name.

Name The application HTTP Listener Resource Name.

Name The name of the resource that is unique within a policy.
This name can be used to access the resource.

Action Type of Actions. - Allow, Block, Log

Azure Resource Group Name

The Resource Group Name.

Azure WAF Gateway Policy/Application Gateway

The application Gateway Resource Id.

Azure WAF Gateway Policy/HTTP Listener

The application HTTP Listener Resource Id.

Azure WAF Gateway Policy/Resource Group

Azure Resource Group ID associated.

File Upload Limit (Mb)

Maximum file upload size in Mb for WAF.

Match Operator

When matchVariable is a collection, operate on the
selector to specify which elements in the collection this

exclusion applies to. - Equals, Contains, StartsWith,
EndsWith, EqualsAny.

Max Request Body Size (Kb)

Maximum request body size in Kb for WAF.

Mode he mode of the policy. - Prevention or Detection.
Name The name of the policy.
Priority Priority of the rule. Rules with a lower value will be

evaluated before rules with a higher value.

Provisioning State

The Provisioning state of the Policy.

Request Body Check

Whether to allow WAF to check request Body.

Rule Set Type

Defines the rule set type to use.

Rule Set Version

Defines the version of the rule set to use.

Rule Type

The rule type. - MatchRule or Invalid.
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Selector

When matchVariable is a collection, operator used to
specify which elements in the collection this exclusion
applies to.

State The state of the policy. - Disabled or Enabled.
Tag Key Tags key.
Tag Value Tags values.

Microsoft: Azure WAF on CDN Policy Configuration

Object Name

Object Description

Enabled State

Describes if the policy is in enabled state or disabled
state. Disabled or Enabled.

Mode

Describes if it is in detection mode or prevention mode
at policy level.Prevention or Detection.

Azure Resource Group Name

The Resource Group Name.

Default Redirect Url

Default Redirect Url.

Endpoint Name

CDN profile endpoint name.

Name Defines the name of the custom rule.
Name Defines the name of the custom rule.
Name The name of the Cdn Web Application Firewall Policy.

Rule Set Type

Defines the rule set type to use.

Rule Set Version

Defines the version of the rule set to use.

Action Describes what action to be applied when rule
matches. Allow, Block, Log, Redirect.
Action Describes what action to be applied when rule

matches. - Allow, Block, Log, Redirect.

Anomaly Score

Verizon only : If the rule set supports anomaly detection
mode, this describes the threshold for blocking
requests.

Azure WAF CDN Policy/Resource Group

Azure Resource Group ID associated.

Default Custom Block Response Body

If the action type is block, customer can override the
response body. The body must be specified in baseé4
encoding.

Azure Web Application Firewall (WAF)

141




Default Custom Block Response Status Code If the action type is block, this field defines the default
customer overridable http response status code.

Enabled State Describes if the custom rule is in enabled or disabled
state.

Enabled State Describes if the custom rule is in enabled or disabled
state.

Location Resource location.

Priority Defines in what order this rule be evaluated in the

overall list of custom rules.

Priority Defines in what order this rule be evaluated in the
overall list of rules.

Provisioning State The provision state on WAF CDN Policy.

Rate Limit Duration (Min) Defines rate limit duration. Default is 1 minute.
Rate Limit Threshold Defines rate limit threshold.

Resource State Resource State of the azure WAF cdn resource.
SKU Name Pricing Tier

Tag Key Tags key.

Tag Value Tags values.

Microsoft: Azure WAF on CDN Policy Performance

Object Name Obiject Description

Requests By Action The number of client requests processed by the Web
Application Firewall by Action Name.

Requests By Action Label WAF requests by action label.

Requests By Rule Name The number of client requests processed by the Web

Application Firewall by Rule Name.

Requests By Rule Name Label WAF requests by rule name label.

Requests Total The total number of client requests processed by the
Web Application Firewall.
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