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Chapter

Introduction

Overview

This manual describes how to monitor Nutanix systems and their components in the Sciencelogic platform using
the Nutanix Base Pack PowerPack.

The following sections provide an overview of Nutanix and the Nufanix Base Pack PowerPack:

What is NUTGNIXS 3
What Does the Nutanix Base Pack PowerPack Monitore . . 4
Installing the Nutanix PowerPack ........ .. . L 4

NOTE: Sciencelogic provides this documentation for the convenience of Sciencelogic customers. Some of
the configuration information contained herein pertains to third-party vendor software that is subject fo
change without notice to Sciencelogic. Sciencelogic makes every attempt to maintain accurate
technical information and cannot be held responsible for defects or changes in third-party vendor
software. There is no written or implied guarantee that information contained herein will work for all
third-party variants. See the End User License Agreement (EULA) for more information.

What is Nutanix?

The Nutanix Virtual Computing Platform converges server and storage resources info an easy-to-deploy integrated
appliance. Data center capacity can be easily expanded one node at a time, delivering linear and predictable
scale-out with pay-as-you-grow flexibility.

Nutanix delivers "invisible" infrastructure for next generation enterprise computing by natively converging compute,
storage, and virtualization into a turnkey hyper-converged solution.
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What Does the Nutanix Base Pack PowerPack Monitor?

The Nutanix Base Pack PowerPack includes Dynamic Applications that can monitor peformance metrics and
collect configuration data for all Nutanix devices.

In addition to Dynamic Applications, the PowerPack includes the following features:
« EventPolicies and corresponding alerts that are triggered when Nutanix component devices meet certain
status criteria
o Device Classes for each of the Nutanix devices monitored
« Asample Credential for discovering Nutanix devices
o Dashboards that display information about Nutanix instances and component devices

o ARun Book Action and an Automation policy to assign the proper device class to the Nutanix root device

Installing the Nutanix PowerPack

Before completing the steps in this manual, you mustimport and install the latest version of the Nutanix Base
Pack PowerPack.

NOTE: If you are upgrading from an earlier version of the PowerPack, see the Release Notes for the version
you are installing for upgrade instructions.

TIP: By default, installing a new version of a PowerPack overwrites all content in that PowerPack that has
already been installed on the target system. You can use the Enable Selective PowerPack Field
Protection setting in the Behavior Settings page (System > Settings > Behavior) to prevent new
PowerPacks from overwriting local changes for some commonly customized fields. (For more information,
see the System Administration manual.)

To download and install a PowerPack:

1. Download the PowerPack from the Sciencelogic Customer Portal.

2. Gotothe PowerPack Manager page (System > Manage > PowerPacks).

3. Inthe PowerPack Manager page, click the [Actions] button, then select Import PowerPack.

4 Introduction


https://portal.sciencelogic.com/portal/knowledge/manuals
https://portal.sciencelogic.com/portal/powerpacks

4. The Import PowerPack dialog box appears:

Import PowerPack™

[Browse far file... Browse...

License: |

5. Click the [Browse] button and navigate to the PowerPack file.

6. When the PowerPack Installer modal page appears, click the [Install] button to install the PowerPack.

NOTE: If you exit the PowerPack Installer modal page without installing the imported PowerPack, the
imported PowerPack will not appear in the PowerPack Manager page. However, the imported
PowerPack will appear in the Imported PowerPacks modal page. This page appears when you click
the [Actions] menu and select Install PowerPack.
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Chapter

Configuring Nutanix Monitoring

Overview

The following sections describe how to configure and discover your Nutanix system for monitoring by the
Sciencelogic platform using the Nutanix Base Pack PowerPack:

Configuring the Nutanix Credentials ... e, 6
Discovering Nutanix Systems il 7
Verifying Discovery and Dynamic Application Alignment ... ... .. 9
Viewing Nutanix Component Devices . .. 10

Configuring the Nutanix Credentials

To use the Dynamic Applications in the Nutanix Base Pack PowerPack, you must first configure the credential in the
Sciencelogic platform. This credential allows the platform to communicate with the Nutanix API. The PowerPack
includes the "Nutanix APl | Example" credential that you can use as a template.

To configure the Nutanix credential:

1. Gotothe Credential Management page (System > Manage > Credentials).
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2. Locate the Nutanix APl | Example credential and click its wrench icon ( P) The Credential Editor modal
page appears:

Credential Editor [86] x

Edit Basic/Snippet Credential #36

Basic Settings
Credential Mame
[Mutanix API | Example |

Hostname/IP Port Timeout{ms)
[192 1682 25 | [9440 | (20000 |

Username Password
|zdmin | [renes |

3. Enfervalues in the following fields:

o Credential Name. Type a new name for your Nutanix credential.
o Hostname/IP. Type the IP address of the Nutanix system.
o Username. Type the username that the platform will use to connect to the Nutanix system.

« Password. Type the password for the username you enfered.

NOTE: You can use the default values for the remaining fields.

4. Click the [Save As] button, and then click [OK].

Discovering Nutanix Systems

To create and run a discovery session that will discover your Nutanix system, perform the following steps:

1. Gotothe Discovery Control Panel page (System > Manage > Discovery).
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appears:

2. Click the [Create] button to create a new discovery session. The Discovery Session Editor window

Session Editor | Ed Session [3] New Reset
Identification Information
Mame [Mutanix Discovery | Q@ Description | 4 7]
4
IP and Credentials Detection and Scanning Basic Settings
IP Address/Hostname Discovery List Initial Scan Level Discover Mod_el
10.128.80.56 @ | I System Default (recommended) | v @ NOI‘I-%IMP Dew:eas DHCPe
| (W] (W]
Scan Throitle o - -
4 | [ System Default recommended) ] v @
Upload File Port Scan All IPs B Device Model Cache TTL (h) '@
Browse forfie... | & | [15System Default (recommended) | Y| @
Port Scan Timeout Collection Server PID: 1
SNMP Credenials L System Defautt (recommended) ] 1) @ | (fuadians-aio-testing-25] @
[ | @
Dell EMC: Isilon SNMPv2 Example - Detection Method & Port Organization
EMT Default V2 | | @ | [[Mutanix Guardians Organization ] v @
EMT Default V3 [ Default Method ] s
IPSLA Example UDP: 161 SNMP i i
LifeSize: Endpoint SHMP TCP- 1 - tepmux | Add Devices to Device Group(s) '@
MNetApp 6.3 SNMP TCP: 2 - compressnet
Metapp 9.3 SNMP TCP: 3 - compressnet Rlooe -
SNMP Public V1 TCP: 5 -rje Servers
[ SMMP Public V2 ] - TCP: 7 - echo
TCP: 9 - discard
Other Credentials TCP: 1 - systat
[ | @ | |7cP: 13- daytime
TGO O T CTrPTG TG RGTTT :
Citrixx XenServer - Example - L E = i
EMC SMI-5 Example Interface Inventory Timeout {ms)
EMC VMAX Example [600000 [7]
LifeSize: Endpoint SSH/CLI
Local AP _ Maximum Allowed Interfaces -
NetApp 7-mode [10000 @
Nutanix API | Example Bypass Interface Inventory Apply Device Template
[ Mutanix Guardians Basic | hd oe ([ Choose a Template ] v @
Log All
70

3. Entervalues in the following fields:

o IP Address Discovery List. Type the IP addresses for the Nutanix systems you want to discover.

o SNMP Credentials. Select SNMP Public V2 if applicable.

« Other Credentials. Select the credential that you configured in the previous section.

o Discover Non-SNMP. If you are not using an SNMP credential, ensure that this checkbox is selected.

« Organization. Select your organization.

You can enter values in the other fields on this page, but are not required to and can simply accept the default

values. For more information about the other fields on this page, see the Discovery & Credentials manual.

Click the [Save] button and then close the Discovery Session Editor window.

The discovery session you created will appear at the top of the Discovery Control Panel page. Click its

lightning-bolt icon (

) to run the discovery session.

The Discovery Session window will be displayed.

When the Nutanix system is discovered, click its device icon (ﬁ) to view the Device Properties page for the

Nutanix system.
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9. After the Nutanix system is discovered, the child components and devices associated with that system will also
appear in the Device Manager page.

NOTE: It can take up to 30 minutes for the Dynamic Applications and device class to align.

Verifying Discovery and Dynamic Application Alignment

To verify that the Sciencelogic platform has automatically aligned the correct Dynamic Applications during

discovery:

1. From the Device Properties page for the Nutanix system, click the [Collections] tab. The Dynamic
Application Collections page appears.

2. The "Nutanix: *Discovery"' Dynamic Application should be displayed in the list of Dynamic Applications
aligned to the Nutanix system:

Threshoids | Gollections |  Monftors |  Schedule
Relationships | Tickets | Rediects |  MNotles [ Amnbutes
Devics Name [100128.80/56 Mansged Tyoe | Physical Device
P A o 10.128.80.56 | 528 Catzzory | Pingable
= Nutanix == Management Device
Qrga System 0 days_ 00:00:00
= Active [ 2018-07-26 13:16:00
Grous ! Collzstor [GUG | guardians-38
Dynamic Application™ Collections Actions
Dynamic Apphcat s} Foll Frequency Type Credentia:
~+ Mutanix: *Discovery 1525 2 mins Snippet Configuration Mutanix API Guardians /
| [Select Action] v Go
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Viewing Nutanix Component Devices

In addition to the Device Manager page (Registry > Devices > Device Manager), you can view the Nutanix
system and all associated component devices in the following places in the user interface:

« The Device View modal page (click the bar-graph icon ['ﬂ] for a device, then click the Topology tab)
displays a map of a particular device and all of the devices with which it has parent-child relationships.
Double-clicking any of the devices listed reloads the page to make the selected device the primary device:

Device View Reset Guide

B Component Mapping

u
ﬂ ':' il : v
10.128.80.56

1\ o) o
de2bhnbxcisto1
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o The Device Components page (Registry > Devices > Device Components) displays a list of all root devices
and component devices discovered by the Sciencelogic platform in an indented view, so you can easily view
the hierarchy and relationships between child devices, parent devices, and root devices. To view the
component devices associated with a Nutanix system, find the Nutanix device and click its plus icon (+):

Device Components | Devices Found [1]

Device Current Golection Gollestion
Device Name + 1P Address Category Device Ciass | Sub.cass oo Growp State
( il | — {—)t [ ———)
LR L 10128.80.56 101288055 Pingable. Nutanix | Management Device 528 System A\ Heatthy [ ST Active BHER
Device o olection
e 1P Aggress Cateoory Dei ciass Do
( ) [ E— [ St ¥
R .. dczbnbecistot v Cluster Nutanix | Cluster 529 system A crical [0 Active mERE
Device Gurent Golecton Gallecton
Device ame 1P Agoress Category Device Class | Sub.class oo 3 Grow State
( )C ) ( )| —
AR, .|| NX-1065-64:155M65260085 = = Applance Nutanix | Black Appliance 546 System i Heattny [T Active mERa |
PR /- .. Storage Pools A4 Group Nutanix | Virtual Storage 530 System x Healtny [oI1/<] Active mWmORA [
ER - ||| Workioads A4 = Group Nutanix | Workload Group. 531 system & Healtny [S11 Adtive oA
Deviee en Golection Gollect
o e 1P Address Categry Deui ! oo 3 Gioup S
( ) ) ( ) S Y
: S [ e N s
2 - - Workloads Nutanix | Workioad VM 58 System cue Actve mOHeBR
. DECTUUTTRMST - vees e = o BEgee s wsesl
4 - Workloads Nutanix | Workioad VM 53 System cue Actve YL Y =
. DCCTITENT - e e = o e N
3 _ - Workloads Nutanix | Workioad VM 541 System _ cue Unavaiable YL Y =
DI v v = o MEgee s wsesl
s - Workloads Nutanix | Workioad VM 50 System cue Actve mOeR
- DTN - e e @ oo MEfee s wges
10 - Workloads Nutanix | Workioad VM 544 System cue Actve mOeR
L — = o MEDes e mseal

« The Component Map page (Views > Device Maps > Components) allows you fo view devices by root
node and view the relationships between root nodes, parent components, and child components in a map.
This makes it easy fo visualize and manage root nodes and their components. The Sciencelogic platform
automatically updates the Component Map as new component devices are discovered. The platform also
updates each map with the latest status and event information. To view the map for a Nutanix system, go to
the Component Map page and select the map from the list in the left NavBar. To learn more about the
Component Map page, see the Views manual.

Device Component Map

‘Arrange Map 3
e Longmn ——§—— 1004

L)

Trsce Fiter_Screanst
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Chapter

Nutanix Dashboards

Overview

The following sections describe the two built-in dashboards and the device dashboards that are included in the
Nutanix: Base Pack PowerPack:

Nutanix: Cluster SUMMQry ... 13
Nutanix: Container Performance ... . . 14
Device Dashboards ... 15
Nutanix Cluster Dashboard .. L 15
Nutanix CVM Dashboard . . . . 16
Nutanix Hard Disk Dashboard .. . L 17
Nutanix Nodes/Hypervisor Dashboard . ... .. 18
Nutanix Storage Container Dashboard ... . 19
Nutanix Storage Pool Dashboard . ... . 20
Nutanix Workload VM Dashboard . ... .. 21
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Nutanix: Cluster Summary

The "Nutanix: Cluster Summary" dashboard displays the following information:

Dashboards

Storage Usage (%) [Select Cister] - - B - . Node Health
=

8.662 TiB
STORAGE CAPACITY

NX-1065-G4
MODEL TYPE

.0.. KVM
NOS VERSION HYPERVISOR TYPE

1.048 TiB

STORAGE USAGE

dc2bhntxclst01

CLUSTER NAME

NUMBER OF BLOCKS NUMBER OF NODES

Organizatin Messxe Name
( )C ]

. HSystem @ Nutanix Disk Usage Excesded Major Th f BTHCS 16202014t

ysystem

o Rsysten NTP s not )

#) System €3 Nutanix: CVM Exceeded High Memory T 4] NTNX-15SM6526(

HSystem @ Nutanixc CVM Exceeded High Memary T gl NTNX-15SMB526(

- 0O Per Seconds (0PS)

— Disk ReadViie Latency — Disk Read Rate - Disk Wrte Rate. — Disk Read Bandvidth -~ Disk Ve Bandwidth

o Awidget that displays the available storage capacity and storage capacity utilization. You must select one of
the clusters (bars) in this widget fo display information about that cluster in the remaining widgets.

o Informational widgets that include:
o NOS Version and Cluster Name
o Model Type and Number of Blocks
o Hypervisor Type and Number of Nodes
o Storage Capacity and Storage Usage
o Gauges for Node Health and VM Health, and a bar representing Disk Health
« Total storage capacity usage over a period of time
« Alist of events associated with the cluster
« Hypervisor CPU and memory used over a period of time
« Average I/O latency over a period of time
o |/O persecond over a period of time

o 1/O bandwidth over a period of time
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Nutanix: Container Performance

The "Nutanix: Container Performance" dashboard displays the following information:

Dashboards

| storage Pool Capaciy Free % (select Poos

e

C

Message

Organization

ame
)(

2765 @ Nutanix Custer Aert [Warning]- 2y System

i dc2onnixcisto (R B

Edomal
iame Severty _ Acknouietoed TickelID Tikel _Date Acnowiedoed Dote Los Detecied
) A e v

2018-07-25 17:40)

(= cetaut._— o watening oata ]

- 2767 @ Nutanix: Cluster Health Status is: y System M dc2onnixcito ! QEEEID O - = 2018.07-25 17:40
2764 @ Nutanix: #System - = 2018.07-25 17:40)
L 0% 2% 4% 5% 8% 10% 12% 14%
IM
o
e
10% o o
=
e o
P
- o
o
o
6o @ o wa o 0o e e W
L Eewn—wowowon) | — cefaut_— o Matching Data
:

501088 - -

o00i08S
- e

hsoo0es .
osames

fooo0es 050 L
I 2o

saices 256

oo mn 1200 1500 ) 995 o500 0500 1020 200 0 £ % o500 %500 1500 20 1500 1000

— default_— No Matching Data

— default_— Mo Matching Data

pyright © 2005 2015 ScenceLogie 1ne Al ighs reserved

o Awidget that displays the available storage pool capacity. You must select one of the pools (bars) in this
widget to display information about that pool in the remaining widgets.

« Alist of events associated with the storage pool

o Abar graph depicting storage pool capacity used
« Total storage capacity usage over a period of time
o DAS disk capacity usage over a period of time

o SSD disk capacity usage over a period of time

o Total I/O per second over a period of time

o Total I/O bandwidth over a period of time

« Average I/O bandwidth over a period of time
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Device Dashboards

The Nutanix: Base Pack PowerPack includes device dashboards that provide summary information for Nutanix
devices.

Nutanix Cluster Dashboard

The "Nutanix Cluster' device dashboard displays the following information:

Events
Device Dashboard: | Mutanix Cluster Dashboard v

Storage Free (%) Storage Used (%)

Tickets

S5D Free (%)

[ Sommare | Processes | servces | ToPwDP P | Organizaton |

55D Usage (%)

DAS Free (%) DAS Usage (%)

i

N N I I N N I

20000 |

5| 15000

10000 |

7.5TB |
&TB
2.5TB

10%
5000 ]
5%
v Ci!CO OE‘.OC- |0!30 12‘.03 14!30 15‘.03 o ¢ Cﬁ‘CO OSI.OC 10‘30 |2I.D:l 14‘30 |6IDD
[ — CPU Utilization — Memory Ufili: ] [ — Cache Hits ---- Cache Lookups ]

Storage Capacity Usage Hypenisor IOPS

0.0s10PS

0.0410PS

0.0210PS

T T T T T T
orE 06:00 08:00 10:00 1200 14:00 16:00

[ — Storage Capacity Free ---- Storage Capacity Used ]

T T T T
06:00 09:00 12:00 15:00

[ — Disk Read/Write Rate — Disk Read Rate Disk Write Rate

Hypervisor CPU and memory usage over a specified period of ime

Storage capacity usage over a specified period of time
Cache hit ratio over a specified period of time
Hypervisor IOPs over a period of time

Percentage of free and used storage, SSD, and DAS
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Nutanix CYM Dashboard

The "Nutanix CVM" device dashboard displays the following information:

Device Dashboard: | Nutanix CVIM Dashboard ¥

CPU Usage (%) Availability (%)

Memory Usage (%)

| orsaniuen |

Received (%) Transmitted (%) Disk /O Writes (%)

CPU and Memory Usage (%)

100%

50%

A AN A A~ AN AN A A AAN A an

& il sH e ek e |20 | a0 ] 70 |0 | 210 | o0 | 45D | 600 | 90D ]

HNeiwork Performance
fGops |

liGops

boops |

P om0 0s00 10:00 12:00 14:00

[ — CPU Utilization — Memory Utilization ]

[ — Bandwidth Usage Total — Bandwidth Usage Out Usage In ]

Disk Write Throughput (bps)

Disk Throughput (kBfs) Disk Operations (10/s)
[80mbps | 0.0610PS
[40mbps | [0.0410PS
|20mbps | [0.0210PS
fmbps DEIDJ DB!CO 10‘30 12'00 |4I.0C plaPs :IB!:ID DBI.DJ 10‘30 12‘03 14‘.00 |6!CO
— Disk Total Reads and Writes (bps) — Disk Read Throughput {bps) — Disk Total Reads/Writes (IOPS) — Disk Read Operations (I0PS)

Disk Write Operations (IOPS)

« A number of gauges that display the following:
o CPU Usage
o Memory Usage
o Availability
o Received and Transmitted data
o Disk I/O Wires
« CPU and Memory usage over a period of time
» Network performance over a period of time
« Disk throughput over a period of time

« Disk operations over a period of time

Nutanix Dashboards
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Nutanix Hard Disk Dashboard

The "Nutanix Hard Disk" device dashboard displays the following information:

o | mews [ tees [ ] Omganaon |

Device Dashboard: | Mutanix Hard Disk Dashboard ¥
Disk Capacity Usage (%) Disk /O Writes (%) Disk Reads (%) Disk Writes (%)

==
E8D
Ee

l—d
Cisk Drive

T N T I N " T I N I T T 7 = I N T
Disk Bandwidth Disk 10/s (IOPS)

s0Mops 15010PS 7

|
| P
40Mbps 7| 10010PS -|n ‘ ¥
' ‘ | || |‘ 1
|| i " |\ﬂ 1] |
20Mmbps 5010PS | ﬂ; .
|
MW “ll | li\N\“IHH H
over pors 000 1200 15:00
[ — Disk Read/Write Rate (bps) — Disk Read Rate (bps) Disk Write Rate (bps) ] [ — Disk Total Reads/\Writes (IOPS) — Disk Reads (IOPS) Disk Writes (I0PS) ]
Disk Percent 10 Disk VO Latency
1 26
0.75 ‘ 1.5G:
05 | ‘ I | ‘ | | | ‘ ‘ | | I b e
025 0.5Gs |
o T T T T T T 0Gs T T T T T T
08:00 08:00 10:00 12:00 14:00 18:00 06:00 08:00 10:00 12:00 14:00 16:00
[ = No Mafching Data — Read IOPS Percent ] = Disk I/O Latency (s)

o A number of gauges that display the following:
o Disk Capacity Usage
o Disk 1/O Writes
o Disk Reads
o Disk Writes
« Disk bandwidth over a period of time
o DiskIO/s over a period of time
o Disk percent I/O over a period of time

o Disk I/O latency over a period of time
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Nutanix Nodes/Hypervisor Dashboard

The "Nutanix Nodes/Hypervisor' device dashboard displays the following information:

| Close | Summan | Perfomance | Topology |  Configs | e | e |
EETTEE . o0 ETTETE

0gs
Device Dashboard: | Nutanix Modes/Hypervisor Dashbuard v
CPU Usage (%) Memory Usage (%) Disk Writes (%) 55D Usage (%) DAS Usage (%) Storage Usage (%)

8 ou | o [ en [ e | w2 [ 20 [ a0 [ o | o [ 20 [ 30 [ a0 | cn | o0 |
10PS Disk Reads/Wiites (kBis)

10010PS | 00Mbps
5I0PS
[200Mbps
5010PS
100Mbps
25/0PS 7|
43
—tt o TRPPOT, ooy M X W W P P R i N s AA i, mﬁtﬂéi 40, i, . re
oIS OMbps y y y T f f
05:00 08:00 10:00 12:00 14:00 16:00 08:00 08:00 10:00 12:00 14:00 18:00
— Disk Read/\Write Rate — Disk Read Rate Disk Write Rate ] [ — Disk Read/\Write Throughput — Disk Read Throughput Disk Write Throughput

Cache Lookups and Cache Deduplication Count {Last 12 hours) Used (%), DAS Disk Capacity Used (%) and Slorage Capacily Ust Last 12 hours)

2000

2000

1000

o , - . . - . % oe00 0200 1000 1200 1400 18:00
06:00 08:00 10:00 12:00 14:00 16:00
= 35D Disk Capacity Used (%) — DAS Disk Capacity Used (%)
l = Cache Lookups - Mo ing Data Cache D i Count Storage Capacity Used (%)

o A number of gauges that display the following:
o CPU Usage
o Memory Usage
o Disk Writes
o SSD Usage
o DAS Usage
o Storage Usage
o |OPS overa period of time

Disk reads and writes over a period of time

o Cache lookups and deduplication counts over a period of time
o SSD disk capacity used and storage capacity used over a period of time
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Nutanix Storage Container Dashboard

The "Nutanix Storage Container" device dashboard displays the following information:

Device Dashboard: | Nutanix Storage Container Dashboard v

Storage Usage (%) Storage Free (%) Disk Reads (%)

Disk Writes (%)

Disk /0 Writes (%) Disk /0 Reads (%)

Storage Container (10/s)

15010PS 7|

100I0PS

5010PS

B |100Mbps

I I O 0 N N T I 0 O I

Storage Container Throughput (kB/s)

125Mbps

T5Mbps

S0Mbps

25Mbps

0IOPS T u u T T y
08:00 08:00 10:00 12:00 14:00 16:00

I — Disk Read/\Write Rate — Disk Read Rate Disk Write Rate ]

Storage Capacity Usage (%)

OMbps

Storage Capacity Usage:

10TE
e 7578
Bo% sTE
bes 2578
- T8 g0 08'00 10:00 1200 1400 1600

06:00 08:00 10:00 12:00 14:00 16:00

[ = Storage Capacity Utilization — Storage Capacity Available I

= Storage Capacity (B) — Unreserved Capacity Used (Shared+Qwn) (B)
Unreserved Capacity (B) —-- Slorage Capacity Used (B)

A number of gauges that display the following:

o Storage Usage and Storage Free

o Disk Reads and Disk Writes

o Disk I/O Writes and Disk I/0O Reads
Storage container IO/s over a period of time
Storage container throughput over a period of time
Storage capacity usage over a period of ime

Storage capacity and unreserved capacity over time
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Nutanix Storage Pool Dashboard

The "Nutanix Storage Pool" device dashboard displays the following information:

Summary Configs

P

Device Dashboard: | Nutanix Storage Pool Dashboard ¥

| oo | Oganization |

Devicz Name  default Wanaged Tyce  Gomponent Device
o 532 zgory  Wutanie Storage Pool
Zizsz Nutanix S = Storage Pool
Organizzton  System Jpure O days. 00:00:00
Roat Devicz 10.128.80.56 Group [ Collzctor CUG | guardians-39
Farent Device  Storage Pools
Device Hestname

Storage Pool |

Disk Read Rate, Disk White Rate and Disk Read/Write Rate (Last 12 hours)

[250010PS | 1Gps

T8Gbes
0.5Gbps

25Gbps

[2000I0PS

150010P5 |

100010PS

50010PS 7|

. i s faa

oloPs

T T T S T N N N 7 N ™Y ™R BTN

Disk Read Bandwidth, Disk Write Bandwidth and Disk Read/VWWrite Bandwidth (Last 12 hours)

ak

08:00 08:00 10:00 12:00 14:00 18:00 0G0Ps T ngon 08:00

12:00

15:00

[ — Disk Read Rate — Disk Write Rate

Disk Read/Write Rate [ — Disk Read Bandwidth — Disk Write Bandwidih

Disk Read/\Write

Total Storage Capacity Used SSD Disk Capacity Used and DAS Disk Capacity Used (Last 12 hours) SSD Storage Capacity Used

aGE

0800 1200 1800

l = 35D Disk Capacity Used — DAS Disk Capacity Used

DAS Storage Capacity Used

« A number of gauges that display the following:
o Tofal Storage Capacity Used
o SSD Capacity Used
o DAS Storage Capacity Used
« Disk read rate and write rate over a period of time
« Disk read and write bandwidth over a period of ime
o SSD disk capacity used over a period of time

« Storage capacity and unreserved capacity over time

Nutanix Dashboards
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Nutanix Workload VM Dashboard

The "Nutanix Workload VM" device dashboard displays the following information:

[l | Evos | o [EESEECENENS S e

Device Dashboard: | Mutanix Workload WM Dashboard ¥
CPU Usage (%)

Disk /O Reads (%)

Availability (%)

Transmitted Bytes (%)

Memory Usage (%) Disk I/0 Writes (%)

& T T I O I N N I O T O N T = B
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« A number of gauges that display the following:
o CPU Usage, Memory Usage, and Availability
o Disk I/O Reads and Disk I/O Writes
o Transmitted Bytes

« CPU and memory usage over a period of time

o Network bandwidth over a period of time

« Disk throughput over a period of time

« Disk operations over a period of time

Nutanix Dashboards
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