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Chapter

1

Introduction to the ServiceNow Incidents
SyncPack

Overview

This chapter describes the "ServiceNow Incidents" SyncPack, which lets you sync ServiceNow incidents with SL1
events.

This SyncPack uses the "Sciencelogic SL1: Incident Automation" certified application in ServiceNow and the latest
"ServiceNow Base Pack" PowerPack in SL1.

Do not use this SyncPack and the "ServiceNow Events" or the "ServiceNow Cases" SyncPacks on the same
PowerFlow system. This SyncPack is compatible with the "ServiceNow Service Graph Connector" SyncPack,
version 1.0.0 or later and the "ServiceNow CMDB" SyncPack version 3.0.0 or later.

This chapter covers the following topics:
What Can | Do with this SyncPack? ... ... 6
Contents of the SyncPack ... 6



What Can | Do with this SyncPack?

The "ServiceNow Incidents" SyncPack is the Sciencelogic integration with the ServiceNow Incident Management
Module, and you can use this SyncPack to sync SL1 events with ServiceNow incidents.

This SyncPack automatically logs, de-duplicates, correlates, updates, and appends ServiceNow incidents,
reducing the amount of time to resolve critical service issues. This SyncPack covers the entire incident life cycle,
providing a bi-directional integration between SL1 events and ServiceNow incidents, while providing a granular
view into both the event and the associated incident.

For this SyncPack, you can configure a run book action policy in SL1 to ensure that whenever SL1 detects a new,
acknowledged, or cleared event, a corresponding incident is created or updated in ServiceNow. These
automations are included in the latest "ServiceNow Base Pack" PowerPack. For more information, see Overview

of the Run Book Automation for Incident Sync.

This SyncPack includes the following applications, which you can use to synchronize event and incident
information between SL1 to ServiceNow:

e Sync Incident Details from ServiceNow to SL1 Events. Acknowledges or clears SL1 events from
ServiceNow, updates the user note, and populates the incident number in the external ticket reference.

e Sync SL1 Event to ServiceNow Incident. The "ServiceNow: Add/Update/Clear Incident' Run Book
Action policy triggers this application whenever an SL1 event is created, updated, or cleared. This
application processes the SL1 event, caches it to PowerFlow to allow for bulk processing for ServiceNow by
the "Sync Cached Events to ServiceNow" application, and then sends a status update to SL1.

For more information about how to configure these applications, see Configuring the PowerFlow
Applications.

Contents of the SyncPack

This section lists the contents of the "ServiceNow Incidents" SyncPack.

PowerFlow Applications

The following PowerFlow applications are included with the "ServiceNow Incidents" SyncPack:

» Sync Cached Events to ServiceNow. Bulk processes all of the cached SL1 Events and posts them to
ServiceNow. Sends a "Sync Success" or "Sync Failed" status update to PowerFlow based on the result of the
post. Sciencelogic recommends that you schedule this application to run every 60 seconds or longer.
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e Sync Incident Details from ServiceNow to SL1 Events. Acknowledges or clears SL1 Events from
ServiceNow, updates the user note, and populates the incident number in the external ticket reference.
This application also include the new user_note_template field that accepts a Jinja2 template to generate
custom user notes. Sciencelogic recommends that you schedule this application to run every 60 seconds.

NOTE: In previous releases of this SyncPack, this application was named the "Sync Incident State from
ServiceNow to SL1 Event" application.

o Sync SL1 Event to ServiceNow Incident. The "ServiceNow: Add/Update/Clear Incident" Run Book
Action triggers this application whenever an SL1 Event is created, updated, or cleared.

NOTE: This application processes the SL1 event, caches it to PowerFlow to allow for bulk processing
for ServiceNow by the "Sync Cached Events to ServiceNow" application, and then sends a
status update to SL1.

For more information, see Configuring the PowerFlow Applications for the Incidents SyncPack.
The following PowerFlow applications from previous versions of this SyncPack have been deprecated:
» Create or Update ServiceNow Incident from SL1 Event
* Sync Incident State from ServiceNow to SL1 Event
» Update ServiceNow Incident when SL1 Event is Acknowledged

* Update ServiceNow Incident when SL1 Event is Cleared

You should uninstall previous versions of this SyncPack to make sure that these applications and any other
configurations have been removed.

PowerFlow Application (Internal)

To view the internal PowerFlow application, click the Filter icon (=) on the Applications page and select
Show Hidden Applications. Internal applications are hidden by default. The following application is "internal" and
should not be run directly. Instead, it is automatically run by applications from the previous list:

o Bulk Update SL1 Events. Bulk updates SL1 events with a given payload.

Contents of the SyncPack 7



Chapter

Installing and Configuring the Incidents
SyncPack

Overview

This chapter describes the how to install and configure the "ServiceNow Incidents" SyncPack and the other
applications needed to use the SyncPack, including the "Sciencelogic SL1: Incident Automation" application and
the "ServiceNow Base Pack" PowerPack.

This chapter covers the following topics:

Architecture Overview for ServiceNow SyncPacks ... .. 9
SL1 and ServiceNow Terminology ... 10
Dependency Map for ServiceNow SyncPacks ... ... . .. 10
Prerequisites for ServiceNow SyncPacks ... ... . 10
Downloading, Importing, and Installing the ServiceNow Incident SyncPack ................................... 11
Installing the "Sciencelogic SL1: Incident Automation" Application in ServiceNow ...................... 14
Installing the ServiceNow Base Pack PowerPack in SLT ... 15
Validating Network Communications ...l 16



Architecture Overview for ServiceNow SyncPacks

The following diagram details the various elements that are contained in SL1 and the PowerFlow system, and how
PowerFlow sits between the core SL1 platform and an external data platform:

ServiceNow

Database PowerFlow Scoped Application

ServiceNow Base ServiceNow SyncPack Groups and Roles
PowerPack

Run BookAction == Incident Integrations 7 API Endpoints
Automations 4= CMDB Integrations Transform Maps
Dynamic Apps Configuration Object Import Tables

Dashboard ServiceNow Steps Rules and Settings

The following diagram provides an example of the high-level architecture of a PowerFlow system with High
Availability, Disaster Recovery, and a proxy configured:

PowerFlow

DB
Load Balancer

REST API

External API

80/443

GraphQL

Connection made
via HTTP/HTTPS

Connection made
via SCP. Port 22

Disaster Recovery
«— Direction of data flow
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SL1 and ServiceNow Terminology

The following table lists the different names for the shared elements in SL1 and ServiceNow:

SL1 ServiceNow ‘

Asset, Custom Attribute Asset (ITAM)

Device Cl (Configuration ltem)

Discovery Session Service Request, Catalog Request

Event Incident, Event, or Case (depending on the
SyncPack you are using)

Alert Event

Organization Company, Domain

Schedule, Maintenance Schedule Change Request, Change Schedule

Topology, Relationships, Dynamic Dependency View, Affected Cls

Component Mapping and Relationships

(DCM+R)

Dependency Map for ServiceNow SyncPacks

The following graphic describes which SyncPacks depend on other SyncPacks:

l

i i v v
ServiceNow CMDB ServiceNow Incident

ServiceNow Change Management

TIP: For more information about the "Base Steps" SyncPack, see the SL1 PowerFlow Platform manual.

Prerequisites for ServiceNow SyncPacks

This section describes the prerequisites for the ServiceNow SyncPacks. For more information about the specific
software versions required by a ServiceNow SyncPack, see the release notes for that SyncPack.

SL1 and ServiceNow Terminology



To install any of the Sciencelogic ServiceNow SyncPacks, you must have administrator access to both SL1 and
ServiceNow. Specifically, you will need:

» Sciencelogic administrator access to the Administration Portal

* ServiceNow administrator access

If you want to upload and install multiple ServiceNow SyncPacks at the same time, you should upload all of the
SyncPacks first, and then install them to address any dependencies between the SyncPacks.

WARNING: Sciencelogic does not support any deployment that attempts to sync one SL1 instance to
multiple ServiceNow instances. A deployment of this type will be incredibly fragile and would
require the customer fo strictly control their environments. This is not something that can be
controlled programmatically. Escalations related to this type of deployment are not supported.

The following table lists the port access required by PowerFlow and this SyncPack:

Source IP PowerFlow PowerFlow Destination Port Requirement
Destination Source Port
PowerFlow SL1 API Any TCP 443 SL1 APl Access
PowerFlow ServiceNow API Any TCP 443 ServiceNow
APl Access
SL1 Run Book Action |PowerFlow Any TCP 443 Send SL1 data to
PowerFlow

Downloading, Importing, and Installing the ServiceNow
Incident SyncPack

A SyncPack file has the .whl file extension type. You can download the SyncPack file from the Sciencelogic
Support site.

NOTE: If you are using an older version of the ServiceNow Incident SyncPack, you should uninstall that
version in the PowerFlow user interface before installing this release. Uninstalling ensures that all
deprecated applications and configurations have been removed from your system.

NOTE: If you are upgrading from a previous version of this SyncPack and you want to keep your settings
from the existing "Sciencelogic SL1: CMDB & Incident Automation" application, see Migrating from
the "Sciencelogic SL1: CMDB & Incident Automation" Application to the "ScienceLogic SL1:
Incident Automation" Application.
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Downloading the SyncPack

A SyncPack file has the .whl file extension type. You can download the SyncPack file from the Sciencelogic
Support site.

NOTE: If you are installing or upgrading to the latest version of this SyncPack in an offline deployment,
see Installing or Upgrading in an Offline Environment to ensure you install any external
dependencies.

To locate and download the SyncPack:

1. Go to the Sciencelogic Support Site at https://support.sciencelogic.com/s/.

2. Click the [Product Downloads] tab and select PowerPacks & SyncPacks.

3. Inthe Search field, search for the SyncPack and select it from the search results. The Release Version page
appears.

4. On the [Files] tab, click the down arrow next to the SyncPack version that you want to install, and select
Show File Details. The Release File Details page appears.

5. Click the [Download File] button to download the SyncPack.

After you download the SyncPack, you can import it to your PowerFlow system using the PowerFlow user
interface.

Importing the SyncPack

NOTE: You mustimport and install the ServiceNow Base SyncPack before uploading and installing any of
the other ServiceNow SyncPacks.

To import a SyncPack in the PowerFlow user interface:

1. On the SyncPacks page of the PowerFlow user interface, click [Import SyncPack]. The Import SyncPack
page appears.

2. Click [Browse] and select the .whl file for the SyncPack you want to install.

TIP: You can also drag and drop a .whl file to the Import SyncPack page.

3. Click [Import]. PowerFlow registers and uploads the SyncPack. The SyncPack is added to the SyncPacks
page.

Downloading, Importing, and Installing the ServiceNow Incident SyncPack 12
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NOTE: You cannot edit the content package in a SyncPack published by Sciencelogic. You must make a
copy of a Sciencelogic SyncPack and save your changes to the new SyncPack to prevent overwriting
any information in the original SyncPack when upgrading.

Installing the SyncPack

To activate and install a SyncPack in the PowerFlow user interface:
1. On the SyncPacks page of the PowerFlow user interface, click the [Actions] button ( = ) for the SyncPack
you want to install and select Activate & Install. The Activate & Install SyncPack modal appears.

NOTE: If you try to activate and install a SyncPack that is already activated and installed, you can
choose to "force" installation across all the nodes in the PowerFlow system.

TIP: If you do not see the PowerPack that you want to install, click the Filter icon (= ) on the
SyncPacks page and select Toggle Inactive SyncPacks to see a list of the imported PowerPacks.

2. Click [Yes] to confirm the activation and installation. When the SyncPack is activated, the SyncPacks page
displays a green check mark icon (&) for that SyncPack. If the activation or installation failed, then a red

exclamation mark icon (@) appears.

3. For more information about the activation and installation process, click the check mark icon (&#) or the
exclamation mark icon (@) in the Activated column for that SyncPack. For a successful installation, the

"Activate & Install SyncPack" application appears, and you can view the Step Log for the steps. For a failed
installation, the Error Logs window appears.

4. Hyou have other versions of the same SyncPack on your PowerFlow system, you can click the [Actions]
button ( # ) for that SyncPack and select Change active version to activate a different version other than the

version that is currently running.

Migrating from the "Sciencelogic SL1: CMDB & Incident Automation"
Application to the "Sciencelogic SL1: Incident Automation"
Application

This section explains how to upgrade from the existing "Sciencelogic SL1: CMDB & Incident Automation"
application to the new "Sciencelogic SL1: Incident Automation" application with version 4.0.0 and later of this
SyncPack.

Both applications include the following functionality:

1. Create, update, or clear a ServiceNow Incident from an SL1 Event

2. Sync Incident State from a ServiceNow to an SL1 Event

These applications do not share any tables or fields within ServiceNow.

13 Downloading, Importing, and Installing the ServiceNow Incident SyncPack



This section highlights some considerations when transferring to the Incident only application (version 4.0.0 or
later of this SyncPack). Any customizations you made in another Certified Application do not carry over to other
Certified Applications, even when both are provided by the same vendor. You will need to adapt customizations
made previously so they can work within this new application.

Considerations:

1. The Correlation ID (correlation _type in the Run Book Action Input Parameters) is no longer set in SL1
or PowerFlow. With the new application, the Correlation ID is set in the transformation map within
ServiceNow. The preset Correlation IDs that were provided in past applications are also included and can
be set by using the Properties page in the ServiceNow Application. You can address custom behavior
within the transformation map.

2. The Incident "onBefore" script addresses Impact and Urgency states. You will most likely need to customize
the default behavior for these states to meet your requirements.

3. The Incident "onBefore" script also addresses cleared event behavior, and you will need to evaluate and
customize this behavior fo fit your requirements.

Installing the "Sciencelogic SL1: Incident Automation"
Application in ServiceNow

Version 4.0.0 or later of the "ServiceNow Incidents" SyncPack uses "Sciencelogic SL1: Incident Automation"
application in ServiceNow to sync incident status update from ServiceNow back to SL1. You can access the
application from the ServiceNow Store. This application is also known as the "Certified Application" or the
"Scoped Application".

Versions of this SyncPack before 4.0.0 used the "Sciencelogic SL1: CMDB & Incident Automation" application,
but that application is not supported with version 4.0.0 or later.

NOTE: You must have a ServiceNow HI Service Account to request this application and download it onto
your ServiceNow instance.

You must first request the "Sciencelogic SL1: Incident Automation" application from the ServiceNow Store, and
then you can install it.

To request and install the Certified Application:

1. Go to the ServiceNow Store at https://store.servicenow.com and search for "Sciencelogic SL1".

2. Select the "Sciencelogic SL1: Incident Automation" application. The detail page for the application appears.

3. Click the [Get] button and log in with your HI credentials.

Installing the "Sciencelogic SL1: Incident Automation" Application in ServiceNow 14
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4. After the request is approved, log in to ServiceNow as an administrator and navigate to Application
Manager (System Applications > Applications or My Company Applications).

5. Click [Downloads] in the menu header or search for "Sciencelogic".

6. Click the version drop-down for the "Sciencelogic SL1: Incident Automation" application listing to make
sure you are using the correct version of the application that is compatible with your version of this

SyncPack.

7. Click the [Install] button for the application. The installation is complete when the button changes to
[Installed].

8. Inthe filter navigator, search for "Sciencelogic" and locate the application in the left-hand navigation

menu to verify that the application was installed.

NOTE: You might need to log out of ServiceNow and log in again to see the updated left-hand
navigation menu.

Installing the ServiceNow Base Pack PowerPack in SL1

The "ServiceNow Base Pack" PowerPack monitors the ServiceNow Incident and CMDB tables, and it returns
information about Incident types, priorities, and states, displaying the information in an easy-to-consume
dashboard. This PowerPack is a critical component of the Incident Sync Integration with ServiceNow, using Run
Book Automations to integrate with ServiceNow.

TIP: By default, installing a new version of a PowerPack overwrites all content in that PowerPack that has
already been installed on the target system. You can use the Enable Selective PowerPack Field
Protection setting in the Behavior Settings page (System > Settings > Behavior) to prevent new
PowerPacks from overwriting local changes for some commonly customized fields. For more
information, see the System Administration manual.

To install the "ServiceNow Base Pack" PowerPack:

1. Search for and download the "ServiceNow Base Pack" PowerPack from the PowerPacks page (Product
Downloads > PowerPacks & SyncPacks) at https://support.sciencelogic.com/s/.

In SL1, go to the PowerPacks page (System > Manage > PowerPacks).
Click the Actions menu and choose Import PowerPack. The Import PowerPack modal appears.

Click [Browse] and navigate to the "ServiceNow Base Pack" PowerPack file from step 1.

U

Select the PowerPack file and click [Import]. The PowerPack Installer modal page displays a list of the
PowerPack contents.

6. Click [Install]. After the installation is complete, the "ServiceNow Base Pack" PowerPack appears on the
PowerPacks page.
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Validating Network Communications

All communication between SL1 and ServiceNow is done through TCP port 443. To allow communication
between SL1 and ServiceNow, the SL1 Database Server, Data Collector, or All-In-One Appliance must have
external access to the ServiceNow instance. No inbound TCP ports are required to be open to the SL1 server.
Outbound communication may use NAT or be direct.

NOTE: All firewall session-limiting policies must be disabled. If firewall session-limiting policies are enabled,
HTTPS requests might be dropped by the firewall, resulting in data loss. Check with your security or
firewall administrator to make sure there are no session limiting policies on TCP port 443 for your
SL1 servers.

Checking DNS

Because ServiceNow is a cloud-based service, DNS must be configured on all SL1 servers that communicate with
your ServiceNow instance.

NOTE: ServiceNow instances are generally named as: your-instance.service-now.com, where your-
instance is the name of your ServiceNow server. The examples below use mycompany.service-
now.com. Your instance name will be unique to your subscription.

To validate that your SL1 server has proper DNS name resolution configured, test network connectivity and name
resolution using the nmap command, which is available from the command line of any SL1 server:

nmap -sT -p 443 mycompany.service-now.com

If the test was successful, you will see a message similar to the following:

Starting Nmap 5.51 ( http://nmap.org ) at 2013-11-12 20:22 UTC
Nmap scan report for mycompany.service-now.com (199.91.136.100)
Host is up (0.067s latency).

PORT STATE SERVICE

443/tcp open https

If domain name resolution fails, you will see a message similar to:

Failed to resolve given hostname/IP: mycompany.service-now.com.

Validating Network Communications 16



Checking HTTPS and JSON

You can administer a simple test to determine if the ServiceNow JSON Plug-in web service is configured and
operating using the Basic Authentication method on your ServiceNow instance. To do so, run the following
command from the Sciencelogic Central Database or All-In-One Appliance:

NOTE: In the example below, replace the admin : admin username and password key/value pair with your
ServiceNow administrator username and password and mycompany . service-now. com with
your ServiceNow instance name.

curl --location -vu admin:admin -H "Accept: application/json"™ -H "Content-

Type: application/json"
'https://mycompany.service-now.com/api/now/table/incident’

If not successful, the following message appears:

HTTP/1.1 401 Unauthorized

If successtul, a JSON encoded string starting with the "result" variable appears:

{"result":[{"upon
approval":"","location":"1083361cc611227501b682158cabfe4e", ...

HTTP Codes

HTTP codes are necessary for identifying specific problems. The following table lists typical HTTP codes that might
occur when testing the ServiceNow JSON Web Service.

Code Definition
401 Unauthorized. Check that the username and password are correct and properly formatted.
403 Forbidden. ServiceNow understood the request, but either the URL is incorrect, or the user account

does not have permission to see the requested object.

404 The ServiceNow server has not found anything matching the requested URL. Check to make sure
there is data in the target table.

200 Success.

201 Success. Data is posted.
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TIP: For more information about the ServiceNow JSON Web Service and the Table API, see
http://wiki.servicenow.com/index.php?titte=Table API. If you continue to have problems, please
contact either Sciencelogic or ServiceNow customer support.

Validating Network Communications
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Configuring Applications for the Incidents
SyncPack

Overview

This chapter describes the how to configure and run the various PowerFlow applications and SL1 run book
automations contained in the "ServiceNow Incidents" SyncPack.

After you align the PowerFlow applications in this SyncPack with the corresponding run book automation in SLT,
whenever SL1 detects a new, acknowledged, or cleared event, PowerFlow creates or updates a corresponding
incident in ServiceNow.

This chapter covers the following topics:

Workflow for Configuring the SyncPack ... . 20
Configuring ServiceNOW .. 22
Configuring SL T 23
Configuring PowerFlow ... . . 33
Additional Options in ServiceNOW ... 47



Workflow for Configuring the SyncPack

The following workflows describe how to configure ServiceNow, SL1 and PowerFlow to work with Incident Sync.

Configuring ServiceNow

Use the Guided Setup process to configure an integration user account, configure an SL1 Incident Integration
Application role, and connect to PowerFlow.

Configuring SL1

1. Create a ServiceNow credential in SL1
2. Enable the following run book automation policies in SL1:
» "ServiceNow: [Incident] - Add/Update"
» "ServiceNow: [Incident] - Event Acknowledged"
» "ServiceNow: [Incident] - Event Cleared
3. Enable and customize the "ServiceNow: Add/Update/Clear Incident" run book action policy
4. Optionally, send custom data to ServiceNow using the passthrough option
5. Optionally, enable and configure the "ServiceNow: Click to Create Incident" policy
6

. Optionally, enable run book automation queue retries

Configuring PowerFlow

1. Create a configuration object in the PowerFlow user interface

2. Configure the following PowerFlow applications:

e "Cache SL1 Users"
¢ "Sync Cached Events to ServiceNow"
e "Sync SL1 Event to ServiceNow Incident"

* "Sync Incident Details from ServiceNow to SL1 Events"

3. Schedule the PowerFlow applications as needed

20 Workflow for Configuring the SyncPack



Overview of the Run Book Automation for Incident Sync

You can configure a run book automation to ensure that whenever SL1 detects a new, acknowledged, or cleared
event, a corresponding incident is created or updated in ServiceNow.

The "ServiceNow: Add/Update/Clear Incident" run book action policy is responsible for sending the SL1 payload
to PowerFlow. PowerFlow then sends that payload to ServiceNow and creates, updates, acknowledges, or clears
an incident, as needed.

SL1 features three run book automation policies that facilitate this process:
 ServiceNow: [Incident] Add/Update
» ServiceNow: [Incident] Event Acknowledged

e ServiceNow: [Incident] Event Cleared

NOTE: A fourth run book automation policy, "ServiceNow: [Incident] Click to Create" lets you manually

create an incident in ServiceNow by clicking the life-preserver icon (‘I_-:') in SL1. For more
information, see Configuring the "ServiceNow: [Incident] Click to Create" Automation Policy.

NOTE: The "Sync Incident State from ServiceNow to SL1 Event" application does not have an associated run
book action that triggers Incident Sync. You must schedule this application to run every minute, or to
a time suitable for your requirements. You can use a cron job to trigger this schedule, or you can use
the PowerFlow user interface to schedule the application. For more information about scheduling,
see the "Scheduling a PowerFlow Application” topic in the Managing PowerFlow Applications chapter
of the SL1 PowerFlow Platform manual.

Each run book automation policy calls a single action in SL1. Ensure that the configuration object aligned with
the PowerFlow application points to the relevant SL1 system and ServiceNow instance. The run book action then
calls a PowerFlow application that determines the workflow to execute.

Events in SL1 frequently occur and resolve due to fluctuations in the network and other changing conditions.
However, the run book automation policies above use a de-duplication algorithm to ensure that only a single
open ServiceNow incident exists per device.

If a device already has an existing ServiceNow incident, the following updates are made:
* The "Work Notes" is updated when there is an Acknowledge action.
* Impact and Urgency are updated, if they are different.

* The State is updated, and the Assigned to field is cleared when an incident state moves from Resolved to In
Progress.

* |faneventis cleared in SL1 and then later reoccurs before the incident has been "Closed" in ServiceNow,
then the subsequent events appear in the original ServiceNow incident record for that device. If an incident

record has been "Closed," then ServiceNow will create a new incident record when a cleared event reoccurs
inSLT.
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» By default, if an event is acknowledged in SL1, the ServiceNow incident record will be updated with the work
notes and the acknowledging user. Clearing an SL1 event will move the ServiceNow incident record state to
"Resolved". If all SL1 events associated with a ServiceNow incident record are clear, the ServiceNow incident
record will, by default, move to a "Resolved" state.

NOTE: You can edit the snippet code in the run book action to adjust the behavior for changing states when
an SL1 event is acknowledged or cleared. For more information, see Customizing the Snippet
Code in the Input Parameters Pane.

Configuring ServiceNow

In ServiceNow, you can use the Guided Setup process to configure an integration user account, configure an SL1
Incident Integration Application role, and connect to PowerFlow.

To use the Guided Setup process in ServiceNow

1. In ServiceNow, go to Sciencelogic SL1: Incident Automation > Guided Setup. The Sciencelogic
Integration with Incident page appears:

Servicenow. saviaansgament D =l @ somiminitnor - O, @ @
incident automation [3) . ) . B .
0% ScienceLogic Integration with Incident Filter | Showall ¥
E * ® Complate
Setup Integration Account 0/3Tasks completed
EO R p— @
0% Setup the inbound inte Create Integration User

Guided Setup
Forthe most currer ScienceLogic Incident Integration Application Role

Support Ready to Connect Powerflow

Incident Properties Settings

status: Not started
¥ Bent Got Started
Sciencelogic Events
¥ import
Powerflow Setup skip 0/5 Tasks completed
Imports
0% Forthe most current ScienceL ogic Documentation. Install SyncPack and Dependencies
Transform Maps
'WARNING: This setup requiresa setup PowerFlow system. Create. Configuration Object
Align configuration to Application
Run Cache Events App
status: Not started
Scheduling PowerFlow Application
SL1 Run Book Automation Policies Setup Skip 0/3Tasks completed
0% forthe Creating nsi1
abling the Run
Customizing the Run Book Action Policy
Sttus: Not Started
Scheduled Script, System property and Related Lists Setup in ServiceNow. 0/3Tasks completed
(Optional) Skip

0% Navigate to Schedule Job

ipt Execution o

Navigate to System property

2. Inthe Setup Integration Account section, click [Get Started] and complete the tasks in order.
3. Click [Configure] button to configure each task.

4. After you complete each task, click [Mark as Complete].
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5. After you finish all the tasks in the Setup Integration Account section, complete the steps in the
PowerFlow Setup section and SL1 Run Book Automation Policies Setup section.

NOTE: These tasks are explained in the Guided Setup sections in ServiceNow , and they are also

explained in this manual.

6.  Optionally, you can run the steps in the Scheduled Script, System property and Related Lists Setup in
ServiceNow section.

Configuring SL1

The following topics cover how to set up your SL1 instance to work with Incident Sync.

Creating a ServiceNow Credential in SL1

To configure SL1 to communicate with ServiceNow, you must first create a SOAP/XML credential. This credential
allows the run book automations in the "ServiceNow Base Pack" PowerPack to connect with your ServiceNow
instance. These run book automations are responsible for sending the SL1 event data to PowerFlow, which
ultimately sends the data to ServiceNow.

The ServiceNow RBA - Example credential from the "ServiceNow Base Pack" PowerPack is an example
SOAP/XML credential that you can configure for your own use.

To configure the ServiceNow RBA - Example credential:

1. InSL1, go to the Credential Management page (System > Manage > Credentials).

2.  Locate the ServiceNow RBA - Example credential and click its wrench icon ( E‘). The Edit SOAP/XML
Credential page appears.

3. Complete the following fields:

Profile Name. Type a new name for the ServiceNow credential.
Timeout. Leave as the default of "5000" ms.

Content Encoding. Make sure fext/xml is selected.

Method. Make sure POST is selected.

HTTP Version. Select http/1.1.

URL. Type the URL for your PowerFlow instance.

HTTP Auth User. Type the username of your PowerFlow instance.

HTTP Auth Password. Type the password of your PowerFlow instance.

4. Click [Save & Close]. The credential is added to the Credentials page

5. Onthe Credentials page, make a note of the value in the ID column for the credential you just created.
You will use this value with the sI1_credential_id parameter when you enable the snippet code of the
"ServiceNow: Add/Update/Clear (Case/Event/Incident)" run book action policy.
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Enabling the Run Book Automation Policies

NOTE: Versions 104 and later of the "ServiceNow Base Pack" PowerPack separated these run book action
policies by Cases, Events, and Incident, such as "ServiceNow: [Incidents] - Add/Update".

Before you can run the "ServiceNow: Add/Update/Clear" run book action, you must enable the incident specific
run book automation policies in SL1:

» ServiceNow: [Incident] - Add/Update
» ServiceNow: [Incident] - Event Acknowledged

» ServiceNow: [Incident] - Event Cleared

Version 106 and later of the "ServiceNow Base Pack" PowerPack aligned all default Incident
Automation policies with the new "ServiceNow: Send to PowerFlow" action type. If you have
upgraded to the "ServiceNow Base Pack" PowerPack version 106 or later, but not the
"ServiceNow Incident" SyncPack version 4.0.0 or later, you will need to update those default
automation policies to align with the older action type. If you made copies of the automation
policies, you will not need to update them.

To enable the three ServiceNow run book automation policies:

1. InSL1, go to the Automation Policy Manager page (Registry > Run Book > Automation).
2. Locate the "ServiceNow: [Incident] - Add/Update" automation policy and click its wrench icon ( a). The
Automation Policy Editor page appears.
3. Update the following fields:
e Policy State. Select Enabled.

e Policy Priority. Select High to ensure that this PowerFlow automation policy is added to the top of
the queue.

o Available Actions. If it is not already selected, select the corresponding ServiceNow run book
action policy. Filter the Available Actions section by typing "ServiceNow" in the search field.

TIP: By default, the "ServiceNow: [Incidents] Add/Update" automation policy will create
ServiceNow Incidents for all devices. You can limit the devices affected by making changes

to the Organization, Severity, Match Logic, Aligned Devices, and/or Aligned Events
fields.

WARNING: Sciencelogic highly recommends that you do not make changes to the Policy

Type, Repeat Time, or Align With fields or the And event is NOT acknowledged
setting.
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4. Click [Save].

5. Repeat steps 2-4 for the "ServiceNow: [Incident] - Event Acknowledged" and "ServiceNow: [Incident] - Event
Cleared" run book automation policies.

Enabling and Customizing the Run Book Action Policy

The "ServiceNow: Add/Update/Clear Incident" run book action policy contains snippet code that you can
customize to use with the "ServiceNow Incident" SyncPack.

You can edit these values in the Input Parameters pane of the Actions page for this policy.

NOTE: Make sure you are using the most recent version of the run book action policy. If there are two

policies with the same name, always use the policy with the higher number in the ID column of the
Actions page.

To enable and customize the Incident run book action policy:

1. InSL1, go to the Actions page (Registry > Run Book > Actions).

2. Locate the "ServiceNow: Add/Update/Clear Incident" policy and click its wrench icon ( P) The Action
Policy Editor page appears:

Policy Editor | Editing Action [38]
Action Name Action State
[ServiceNow: Add/Update/Clear Incident ] [[Enabled] v ]
Description

[Adds and Updates Incidents in ServiceMow. SyncPack 4.0.0+ ]

Organization

Action Type
[ [ System ] v ] |serviceNow: Send to PowerFlow (1.1) |
Execution Environment Action Run Context
[ [ — Default: ServiceMow Base Pack (python2) ] v ] [[Dambase] W ]
Input Parameters
{
I"sll_c’edential_id": “13?",'
ebug : 5
"configuration™: “"<configuration id from PowerFlow>",
"queus”: ",

"emdb_integration”:"<(MDB or SGC>"
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6.

For the Action State filed select Enabled.

For the sl1_credential_id field in the Input Parameters pane, specify the credential ID form the ID column
on the Credential Management page (System > Manage > Credentials). For example: "s11
credential id": "107"

Edit the snippet code as necessary, using the information in the Customizing the Snippet Code in the
Input Parameters Pane section, below.

When you are finished, click [Save].

Customizing the Snippet Code in the Input Parameters Pane

SL1 Run Book Action snippets are written in Python. In the event of a syntax error, the policies will no longer run.
As a result, you must ensure that all edits adhere to Python standards. True and False options are case-sensitive
and must not contain quotes.

NOTE: The Correlation ID (correlation _type in the run book action Input Parameters) is no longer set in

SL1 or PowerFlow starting with version 4.0.0 of the "ServiceNow Incidents" SyncPack. The
Correlation ID is now set in the transformation map within ServiceNow. The preset Correlation IDs
that were provided in past applications are also included and can be set by using the Properties
page in the ServiceNow Application. You can address custom behavior within the transformation
map.

You can customize the following values in the "ServiceNow: Add/Update/Clear Incident" run book action snippet
code:

26

sl1_credential_id. Specifies the ID of the credential object. You can find this value in the ID column of the

Credentials page (System > Manage > Credentials of SL1. For example: "s11 credential id":
"107||

debug. A true/false value that determines if the action is logged in SL1 and if the application is runin
Debug Mode on PowerFlow. Troubleshooting logs are written to /data/tmp/servicenow_rba.log.

configuration. Specifies the ID of the configuration object used on PowerFlow. The configuration ID is all
lower-case, with spaces in the configuration object "friendly" name replaced by underscores. For
example: "configuration": "servicenow syncpack configs"

NOTE: To find the configuration ID with the API, make a GET request on this endpoint:
https://<powerflow hostname>/api/vl/configurations.
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« queue. Specifies the worker queue on which the application runs. Leave this as default.

» cmdb_integration. Specifies which CMDB SyncPack you are using to ensure that PowerFlow sends the
correct identifiers to ServiceNow.

° If you are using the "ServiceNow CMDB" SyncPack version 3.5.0 or later, use "SGC" to allow Cls to
attach to incidents. For example: "cmdb_integration™:"SGC"

° |f you are using versions of the "ServiceNow CMDB" SyncPack before version 3.5.0, use "CMDB".

° Ifyou are using the "ServiceNow Service Graph Connector" SyncPack, use "SGC".

Starting with version 4.1.0 of this SyncPack, the following fields have been deprecated. If you still want to sync
these fields, see Sending Custom Data to ServiceNow Using the Passthrough Option.

o pf_app_override. If you are using a custom PowerFlow application to consume SL1 Events, add the system
name of that application to this parameter. Optional. If this parameter is not present and populated,
PowerFlow will use the default application for consuming events.

o discard_if_no_ci. Deprecated. Previous versions let you specify whether PowerFlow should create cases,
events, or incidents in ServiceNow for devices that do not have a matching Cl record.

» servicenow_state_new:

° 1. lIncident state is "New". This is the default value.
© 2. Incident state is "In Progress".

° 3. Incident state is "On Hold".

° 6. Incident state is "Resolved".

° 7. lIncident state is "Closed".

© 8. Incident state is "Canceled".

 servicenow_state_ack:

° 1. lIncident state is "New". There is no default value.
° 2. Incident state is "In Progress".

° 3. Incident state is "On Hold".

° 6. Incident state is "Resolved".

° 7.Incident state is "Closed".

° 8. Incident state is "Canceled".

« servicenow_state _clear:

° 1. Incident state is "New".

© 2. Incident state is "In Progress".
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° 3. Incident state is "On Hold".
© 6. Incident state is "Resolved". This is the default value.
© 7. Incident state is "Closed".

° 8. Incident state is "Canceled".

o To assign an assignment group, set the variable value to the sys_id of the ServiceNow Assignment Group.
In the following example, the assignment group is assigned to incidents that are cleared:

"assignment group new": "",
"assignment group ack": "",
"assignment group clear": "sys id"

Customizing Logging in the Run Book Action

You can customize the following logging-related items in the "ServiceNow: Add/Update/Clear" Run Book Action
snippet code:

e logfile = /data/tmp/ServiceNow add update clear incident.log

° Location for logging output.
° Will be created if it does not exist.
° Will be appended with each Run Book job.

° |s case-sensitive.

e do debug logging = True

° Trueison, False is off.
° |s case-sensitive.
° Fortroubleshooting, these can be enabled or changed.

°  Writes logs to /data/tmp/servicenow_rba.log.

Sending Custom Data to ServiceNow Using the Passthrough Option

You can use the "ServiceNow: [(Cases/Events/Incidents)] Add/Update" run book automation and the
"ServiceNow: Add/Update/Clear (Case/Event/Incident)" run book action to "pass through" custom data about
SL1 cases, events, or incidents to ServiceNow (depending on the SyncPack you are using with PowerFlow).

For example, you might want to use the passthrough functionality to overwrite the impact and urgency of a
ServiceNow incident, which is the only way to change the priority of the incident.

To pass custom data to ServiceNow:
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» Create a new run book action that pulls the relevant data and adds it to a dictionary called EM7_RESULT.

e Add the new run book action to the "ServiceNow: [(Cases, Events, or Incident)] Add/Update " run book
automation Policy, ahead of the "ServiceNow: Add/Update/Clear (Case/Event/Incident)" run book action
so that the new action runs first, and then is consumed by the ServiceNow action.

Passing Custom Data to ServiceNow

The following procedure describes how to configure the passthrough functionality, using the "ServiceNow:
[Incident] Add/Update" run book automation and the "ServiceNow: Add/Update/Clear Incident' run book action
as examples.

To pass custom data to ServiceNow:

1. InSL1, goto the Actions page (Registry > Run Book > Actions) and click [Create] to create a new run
book action policy.

2. Complete the following fields:

Action Name. Type a unique name for the action.
Action State. Select Enabled.

Action Type. Select Run a Snippet.

Execution Environment. Select ServiceNow Base Pack.

Complete the other fields as needed, or leave them at their default settings.

3. Inthe Snippet Code pane, add the snippet code you want to include for the EM7 RESULT dictionary. For
example, the following snippet code lets you override the ServiceNow Incident work notes with a
hardcoded note:

EM7 RESULT = {"work notes": "This is a new note"}

Additional notes about the structure of the EM7_RESULT dictionary:

EM7 RESULT = is required for the dictionary, and the formatting of the keys should match the
example above.

All keys defined in the EM7 RESULT dictionary need to map to field IDs on the Sciencelogic Events
table in ServiceNow.

You can hard-code the values in the EM7 RESULT dictionary, or you can use variables and functions,
like the "Snippet Code Example', below.

As a best practice, avoid sending null passthrough values to ServiceNow. If you must send 'null' or
'NULL' values to ServiceNow, pass through that value as an empty string, such as "location™:"".
Also, only pass through values that you need. For example, instead of sending {"1location":

"", "work notes": "stuff"},simplysend {"work notes": "stuff"}.

A long snippet might delay the ticket being created

4. Click [Save].

5. Go to the Automation Policy Manager page (Registry > Run Book > Automation) and open the
"ServiceNow: Add/Update Incident" run book automation Policy.
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6. Inthe Available Actions section, add the new run book action before the "ServiceNow: Create, Update,
Clear Incident" run book action:

Automation Policy Editor | Creating New Automation Policy [ Reset |
Poly Name: Poicy Type Policy State Potey Prionty Organizabon
Servcelion AodUpdate inCident [Actve Events | ¥ | | [ Enabled | ¥ | [[Mogh] ¥ | | [System ] hd
Coberia Logic Maich Logic Match Syntac
[Seventys=] ¥ | [Majer ] v | [[Textsearch] v
[ and nO tme has elapsed | b Repeat Time Algn Wi
| nce the fust occumence. | Y | [[Ontyence] v | [[Dewces] v
[ and ewenl 5 NOT cleared | v
[and o Smes ave vaiid | v Inchude events for enties olher than Cevices (CFEaNGatons assels ek )

¥ Trigsger on Child Rolup

Avallable Devces Agnied Devces
| (ANl devices)

System i
Servceliow Instance vend 1854 n

Avadatie Events Algned Events
(Al events)

[3569] Comcai AKCP: AC Vioitage sensor delects no curent .

[3578] Critical AKCP: DC Violtage sensor High Critical u

[3579] Cricll AKCP. DC Viollage sensor Low Critcal

[3568] Criticall AKCP. Dry Contact Sensor Low Criteal n

[3574] Criical AKCP. Smoke Debaclior Alert

[3572] Crcat. AKCP, WWater Sensor has deteched water -

Lot el

Avalable Achons Abgned Athons

1. Snippet [5} Example Passiwough EM7_RESULT -
< 15} Ciaco VOS o P ol o= |2 Sernceliow Create Update, Clear inooent [100] Se
Snippet [S Caco: VOS Node Classiication and Custer Crea =
Saippet [S]: Dall EMC. Unity Classfy Rool Device Cliss
Seippel [5] Deall EMC: VIMAX Unisphere Classify Root Device u
Saippel [S] EMT Ping Snippet

Saippet [5]: Example Passttwough EMT_RESULT >

NOTE: The output of this new run book action will be consumed by the "ServiceNow: Create,
Update, Clear Incident' run book action, ensuring that the EM7 RESULT dictionary is passed
through to ServiceNow. The "ServiceNow: Create, Update, Clear Incident" run book action
automatically populates the passthrough values with any values from EM7 LAST RESULT.
The passthrough overwrites any other previously defined fields, such as assignment group.

7. You can add additional run book actions to the run book automation Policy for any additional workflows
that you might want to run. The Automation Policy execute these Actions in a sequential, top-down order.
However, the "ServiceNow: Create, Update, Clear Incident" run book action only consumes the EM7
RESULT dictionary from the run book action directly above it.

Passthrough Example

For the Dictionary Entry of the ServiceNow field on the import table, you can reference the XML of the record. You
will need to copy the <sys name> value so you can use that as the key for the passthrough.

In this example, you want to bring in an additional field called sIT category.
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1. Create the new sl1 category field on the import table in ServiceNow. You can right-click on the header of
the form to view the XML:

‘ — Dictionary Entry @
= sllcategory

Adictionary in tables and fields (columns). For lect 2 Table and the field Type of Also enter a column label, whi the field labe
2 Max length for text String type fields, make the field Mandatory to save a record, and make the field 3 Display Valuefor referance fields so it appears on records that reference this table. More Info

o

% Table SclencelogicIncident import [x_sclo_incide...

* Type | String 4 ‘:J

+ Columnlabel | si1 category
% Columnname U sl category

* Maxlength 24

Choice List Specification | Default Value
Displays 3 list of suggested values ina Choice list. In the Advanced view you can select the Choice table af

Choice | =~None-

et o |[ Upiee

Related Links

S

trols | Choices | tributes | Labels (1)

2.  Lookforthe <sys name>value.

3. Copy that value directly out and use that in your EM7 RESULT for the passthrough value (in the Snippet
Code pane):

EM7 RESULT = {'sll Category': 'test'}

Snippet Code Example

The following snippet code example shows how to pull additional information and make it available for
passthrough. All of the additional information that is going to be sent is contained in a dictionary variable called
EM7 RESULT. You can pass through multiple items through in a single run book action by adding additional keys
to the EM7_RESULT dictionary.

This example lets you assign assignment groups to an Incident based on certain criteria, such as event policy IDs:

from future.utils import iteritems

def invert mappings (mappings) :

mmon
Invert received one-to-many mappings and converts it into a one-to-one

mapping.

Args:

mappings (dict): Dictionary of mapped values

Returns:

dict: inverted dictionary.

wuan
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inverted mappings = dict()
for key, values in iteritems (mappings) :
for sub value in values:
invert mappings[sub_value] = key

return inverted mappings

# Example of assignment group to list of event policy ids mapping.

assignment groups to event policies = {
"sys_id 1": [1, 2, 3, 4, 5],
"sys_id 2": [6, 7, 8, 9, 10],

}
# which sys id to use if the current event policy id isn't mapped

default sys id = "sys id 3"

# invert the mappings
event policy to assignment group = invert mappings (assignment groups to

event policies)

# Send assignment group sys id to IS RBA
EM7_RESULT = {
"assignment group": event policy to assignment group.get (

EM7 VALUES["%3"], default sys id

Configuring the "ServiceNow: Click to Create Incident" Automation
Policy

The "ServiceNow: [(Cases/Events/Incident)] - Click to Create" automation policy lets you manually create a case,
event, or incident in ServiceNow by clicking the Actions button (=) in SL1 for an event and selecting "Create
External Ticket" (or by clicking the life-preserver icon (¥¥) for an event in the classic user inferface).

This run book action policy is available in the "ServiceNow Base Pack" PowerPack.

To configure the "ServiceNow: Click to Create" run book action policy:

1.
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In SL1, go to the Behavior Settings page (System > Settings > Behavior) and set the Event Console Ticket
Life Ring Button Behavior option to Create/View External Ticket.

Click [Save] to save your changes. You might need to log out of SL1 and log back into SL1 for the
changes to update.

Go to the Automation page (Registry > Run Book > Automation).
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4.  Locate the "ServiceNow: (Cases/Events/Incident) - Click to Create" policy and click its wrench icon ( E).
The Automation Policy Editor page appears:

5. Update the following fields:
« Policy State. Select Enabled.

* Inthe Criteria Logic section, select and external ticket IS requested in the fifth drop-down. Leave the
other values in this section at their default settings.

o Repeat Time. Specify the frequency at which SL1 should execute the automation policy while the
conditions are still met. The choices range from "every 30 seconds until satisfied" to "every 2 hours
until satisfied", or "only once". By default, the policy only runs once.

 Available Actions. If it is not already selected, select ServiceNow: Send to PowerFlow: ServiceNow:
Add/Update/Clear Incident and add it to the Aligned Actions field.

6. Click [Save]. The "Click to Create" feature is now available on the Events and Event Investigator pages.
Enabling Run Book Automation Queue Retries

You can enable run book action (RBA) queue retries to keep from losing any data if PowerFlow is unavailable.

Those pending PowerFlow applications are added to an RBA queue that you can access to retry the applications
that failed.

For more information, see Enabling Run Book Automation Queue Retries.

Configuring PowerFlow

The following topics cover how to set up your PowerFlow instance to work with Incident Sync.
Creating a Configuration Object

A configuration object supplies the login credentials and other required information needed to execute the steps
for a PowerFlow application. The Configurations page (£ ) of the PowerFlow user interface lists all available

configuration objects for that system.

You can create as many configuration objects as you need. A PowerFlow application can only use one

configuration object at a time, but you can use (or "align") the same configuration object with multiple
applications.

To use this SyncPack, you will need to use an existing configuration object in the PowerFlow user interface or
create a new configuration object. Next, you need to align that configuration object to the relevant applications
that are triggered by the Run Book Actions in SL1.

TIP: Depending on your SL1 environment and the third-party environment with which you are syncing data,
you might be able to use the same configuration object with more than one SyncPack.
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For this SyncPack, you can make a copy of the "ServiceNow SyncPack" configuration object, which is the sample
configuration file that was installed with the "ServiceNow Base" SyncPack.

TIP: The "ServiceNow SyncPack" configuration object contains all of the required variables. Make a copy of
the configuration object and update the variables from that object to match your SLT and ServiceNow
settings.

To create a configuration object based on the "ServiceNow SyncPack" configuration object:

1. Inthe PowerFlow user interface, go to the Configurations page (%% ).

2. For the "ServiceNow SyncPack" configuration obiject, click the [Actions] button ( # ) and select Edit.

The Configuration pane appears.

TIP: Click [Toggle JSON Editor] to show the JSON code. Click the button again to see the fields.

w

Click [Copy as]. The Create Configuration pane appears.

IMPORTANT: This step is required. Do not use the original configuration object to run PowerFlow
applications.

4. Complete the following fields:
o Friendly Name. Name of the configuration object that will display on the Configurations page.
o Description. A brief description of the configuration object.
e Author. User or organization that created the configuration object.

e Version. Version of the configuration object.
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5. Inthe Configuration Data field, include the required block of code to ensure that the applications aligned
to this configuration object do not fail:

{
"encrypted": false,
"name": "sll db host",
"value": "${config.sll_host}"

}s
For example:

{
"encrypted": false,
"name": "sll db host",

"value": "10.2.11.42"
by

6. Inthe Configuration Data Values field, update the default variable definitions to match your PowerFlow
configuration.

NOTE: The region value is a user-defined variable that identifies your SL1 instance
within ServiceNow.

7. To create a configuration variable in the JSON Editor, define the following keys:

o encrypted. Specifies whether the value will appear in plain text or encrypted in this JSON file. If you
set this to "true", when the value is uploaded, PowerFlow encrypts the value of the variable. The plain
text value cannot be retrieved again by an end user. The encryption key is unique to each PowerFlow
system. The value is followed by a comma.

o name. Specifies the name of the configuration file, without the JSON suffix. This value appears in the
user interface. The value is surrounded by double-quotes and followed by a comma.

« value. Specifies the value to assign to the variable. The value is surrounded by double-quotes and

followed by a comma.

8. If you want to use OAuth2 for authentication with ServiceNow, complete the following Configuration Data
Values fields:

» snow_oauth_client_id. Enter the OAuth2 Client ID from ServiceNow.
« snow_oauth_client_secret. Enter the OAuth2 Client secret from ServiceNow.

o snow_oauth_token_url. Enter the full authentication URL, including host and protocol from
ServiceNow. For example, "https:// <test-instance-name >.service-now.com/oauth_token.do".

o snow_auth_method: Enter oauth or http_basic. If no value is provided, htfp_basic will be used for
connection.
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NOTE: The configuration options listed above are included by default with the sample configuration object
provided in the "ServiceNow Base" SyncPack. The configuration options are only required in the
configuration object if you plan to use OAuth2 to authenticate. If the values are not present in the
configuration object, normal "http_basic" authentication will be used.

9. Click [Save]. You can now align this configuration object with one or more applications.

Creating an OAuth2 Credential Record in ServiceNow

In order to use OAuth2 for authentication with ServiceNow, you must create an OAuth2 credential record in
ServiceNow. To configure the ServiceNow credential that will be used by the Connector Instance:

1. Navigate to System OAuth > Application Registry. The Application Registries page appears.
2. Click [New].

3. Select Create an OAuth APl endpoint for external clients. A new record appears.

4

Complete the following fields on the new record:

e Name. Type a unique name for the credential. Required.

o Client ID. The Client ID is automatically generated by the ServiceNow OAuth server.

« Client Secret. Leave this empty. ServiceNow will auto-generate this when the record is saved.
o Refresh Token Lifespan. Enter the length of time in seconds the Refresh Token will be valid.

e Access Token Lifespan. Type the length of time in seconds that the Access Token will be valid.
Sciencelogic recommends setting this to 3,600 seconds to avoid known issues for longer
ServiceNow REST interactions.

NOTE: In a scenario where the [Access Token Lifespan] value is shorter than the duration of a PowerFlow
step that makes multiple REST interactions with ServiceNow, the access token will expire and need to
be refreshed. As a result, retfries were added to several PowerFlow steps where this issue may occur.
This issue will hopefully be addressed in future versions of the Base Steps SyncPack.

5. Underthe Auth Scope section at the bottom of the page, double click Insert a new row.

6. Inthe search box that appears, click the magnifying glass icon, select the useraccount record, and click the
checkmark icon to save.

7. Click [Submit] to save the new record.
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OAuth client application details.
+ Name: Aunique name.
« ClientID: Client ID automatically generated by ServiceNow OAuth server.

= Refresh Token Lifespan Time in seconds the Refresh Token will be valid.
» Access Token Lifespan: Time in seconds the Access Token will be valid.

More Info

_ Application Registries = -
PowerFlow Token View: Default* ¢ = Update || Delete | 1 L

» Client Secret: Client secret for the OAuth application. Leave it empty for auto-generation.

* Redirect URL:The rediect URLs authorization server redirect to. They must be absolute URLs and they are comma separated.
» Enforce Token Restriction: Restricts the access token usage to the API 's defined in the REST AP| Access Policies. Unselecting this option would allow access token usage across other REST API's. Learn more.

* Name ‘PDWerFlbwaken

Application Global

* ClientID 85abadébedB2c2507f0168b91alc1bcf Accessible from | All application scopes V‘
Client Secret ‘ ---------- ‘ @ Active
Redirect URL @ *# Refresh Token Lifespan | s‘sqo,ooo‘
Logo URL @ >k Access Token Lifespan | s,eoo‘
Public Client [ Login URL ‘
Comments ‘
Auth Scopes () 1 tolof1 -

Auth Scope
useraccount

Insert a new row..

Configuring the PowerFlow Applications

To run Incident Sync, you must "align" the configuration object to run with the following PowerFlow applications:

Configuring PowerFlow

Cache SL1 Users. Performs a query for all existing users and writes them to a cache. To maintain the user

cache for this SyncPack, Sciencelogic recommends that you schedule this application to run at least once
a week.

o Sync Cached Events to ServiceNow. Bulk processes all of the cached SL1 Events and posts them to
ServiceNow. Sends a "Sync Success" or "Sync Failed" status update to PowerFlow based on the result of the
post. Sciencelogic recommends that you schedule this application to run every 60 seconds or longer.

Sync Incident Details from ServiceNow to SL1 Events. Acknowledges or clears SL1 Events from
ServiceNow, updates the user note, and populates the incident number in the external ticket reference.
This application also include the new user_note_template field that accepts a Jinja2 template to generate
custom user notes. Sciencelogic recommends that you schedule this application to run every 60 seconds.

NOTE: In previous releases of this SyncPack, this application was named the "Sync Incident State from
ServiceNow to SL1 Event" application.

Sync SL1 Event to ServiceNow Incident. The "ServiceNow: Add/Update/Clear Incident" Run Book
Action triggers this application whenever an SL1 Event is created, updated, or cleared.

NOTE: This application processes the SL1 event, caches it to PowerFlow to allow for bulk processing
for ServiceNow by the "Sync Cached Events to ServiceNow" application, and then sends a
status update to SL1.
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In addition, you can configure additional fields from the Configuration pane for the "Sync Incident Details from
ServiceNow to SL1 Events" and the "Sync Cached Events to ServiceNow" PowerFlow applications.

NOTE: If you are using the "ServiceNow CMDB" SyncPack and you want to link incidents with ServiceNow
Configuration Items (Cls), you will need to run the "Sync Devices from SL1 to ServiceNow"
application. f this is the first time you are running the Incident Sync, you will need to run the

"Sync Devices from SL1 to ServiceNow" application twice to build the internal cache. For more
information, see the ServiceNow CMDB SyncPack manual.

To configure the PowerFlow applications:

1.
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On the Applications page of the PowerFlow user interface, open the "Sync SL1 Event to ServiceNow
Incident" application and click [Configure]. The Configuration pane for that application appears.

From the Configurations drop-down, select the configuration object you want to use.

Click [Save] to align that configuration object with the "Sync SL1 Event to ServiceNow Incident" application.
You do not need to edit any other fields for that application.

Repeat steps 1-3 for the "Cache SL1 Users" application. This application is in the "System Utils" SyncPack.
Sciencelogic recommends that you schedule this application to run at least once a week.

Go to the Applications page, open the "Sync Cached Events to ServiceNow" application, and click
[Configure]. The Configuration pane for that application appears.

From the Configurations drop-down, select the configuration object you want to use.

Update the following fields, as needed:

o

retry_max. The maximum number of times PowerFlow will retry to execute the step before it stops
retrying and logs a step failure. For example, if retry_max is 3, PowerFlow will retry after 1 second,
then 2 seconds, then 4 seconds, and stop if the last retry fails. The default is 0.

retry_jitter. Instead of using a defined interval between retries, the PowerFlow system will retry the
step execution at random intervals. The default is unselected.

retry_backoff. Instead of using a defined interval between retries, PowerFlow will incrementally
increase the interval between retries. The default is unselected.

retry_backoff_max.The maximum time interval for the retry_backoff option, in seconds. For
example, This means, if you have retry_ max setto 15, the delays willbe 1,2, 4, 8, 16, 32, 64, 120,
240, 480, 600, 600, 600, 600, and 600. The defaultis 600.

limit. Specify the number of events to send per batch. The defaultis 2000.
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8. Click [Save].

9.  Goto the Applications page, open the "Sync Incident Details from ServiceNow to SL1 Events" application,
and click [Configure]. The Configuration pane for that application appears:

Sync Incident Details from ServiceNow to SL1 Events X
Modify configuration and save. Show JSON Configs
~
Configuration
ven01056 -
snow_hostname snow_user snow_password
venQ1767 service-now.com ﬁ Inc Integration user ﬂ LTI Ty Y TYY YT Y &

_host}

sl1_h

sl1_password

10.2.11.154 ﬁ ﬂ PPN EIPENREIIIIREISY &
${configsl1_host]
region resolve_states
unique_id ﬁ Resalved
it ng. ion] Entz
enable_sl1 _ack update_user_note
chunk_size
500

NOTE: This application populates the incident numbers in SL1 as well as updating other incident
behaviors.

10. From the Configurations drop-down, select the configuration object you want to use.
11. Update the following fields, as needed:
o resolve_states. Specify one or more state labels that PowerFlow will consider as "Resolved",

separated by commas. SL1 Events associated with a ServiceNow Incident in these states will be
cleared.
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« enable_sl1_ack. Select this option to allow this integration to acknowledge events. The application
attempts to acknowledge with the user assigned to the incident.

o update_user_note. De-select this option if you do not want this application to update the
User Note in SL1.

o user_note_template. Lets you add a Jinja2 template to define a customer format for populating
the User Notes in SL1. If you leave this field blank, PowerFlow uses the state label that displays in
gray text. For more information about Jinja2 filters, see the List of Built-in Filters in the Jinja2
documentation.

TIP: The following is an example of a Jinja2 template that you can use in this field:

{{'Incident {} is assigned to {} has {} events aligned to it
and is currently in state {}'.format (incident.incident
number, incident.user.user|default (None),

incident.events|length, incident.state) }}

12. Click [Save].
Scheduling PowerFlow Applications

Sciencelogic recommends that you schedule the following PowerFlow applications:
» "Cache SL1 Users": at least once a week
* "Sync Incident Details from ServiceNow to SL1 Events": every 60 seconds
e "Sync Cached Events to ServiceNow": every 60 seconds; less than 60 seconds might cause adverse

performance issues within ServiceNow

You do not need to schedule or run the "Sync SL1 Event to ServiceNow Incident" application, as the "ServiceNow:
Add/Update/Clear Incident' Run Book Action triggers this application whenever an SL1 Event is created,
updated, or cleared

For more information about scheduling applications, see Scheduling a PowerFlow Application.

Incident Topology Suppression

Incident topology suppression is used when ServiceNow incidents that have been synced with SL1 devices
occur on devices that have a parent/child relationship. If you choose to enable incident topology suppression in
SL1, child events synced with ServiceNow incidents do not appear in the SL1 Event Console as separate events.
Instead, the child events are nested under the parent event.

NOTE: The steps in this process use the Classic user interface for SL1.
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https://docs.sciencelogic.com/latest/Content/Web_Content_Dev_and_Integration/IS_Platform/is_platform_integration_registry_and_editor.htm#Scheduler

To enable incident topology suppression:

1. InSL1, navigate to the Event Policy Manager page (Registry > Events > Event Manager) and click the
[Create] button. The Event Policy Editor modal appears:

Event Policy Editor | Editing Event Policy [4395] New Reset Guide
Event Source Policy Name
= | @ | Topology suppress @
Operational State Event Message
[[Enabled] +| @ |[Child events were suppressed for this device | [+
Event Severity
Critical ~] [ useModifier @
Policy Description
B- 7 B I US AT~ 8- 9- /- E-EEEEE — D@7

2. On the [Policy] tab, update the following fields:

o Event Source: Select API.
o Operational State: Select Enabled.
o Event Severity: Select Critical as the severity of the event.

e Policy Name. Type the name of the event. Can be any combination of alphanumeric characters, up
to 48 characters in length

o Event Message. Type the message that will appear when this event occurs.

3. Click the [Advanced] tab.
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Event Policy Editor | Policy Successfully Saved [4895] | Editing Event Policy [4595]

Occurrence Count

First Regular Expression

Healthy: AMQP: RabbitMQ Device Running [4889]
Healthy: APC: Batteries Do Mot Meed Replacement
Healthy: APC: Battery Charge Normal [1524]

[1 use Multi-match &
Use Message-match &

Healthy: APC: Calibration Test Completed [1537]
Healthy: APC: Communication Status Ckay [1528]
Healthy: APC: Diagnostic Test Passed [1534]
Healthy: APC: Diagnostics Schedule Set [1530]
Healthy: APC: Percent Battery Remaining No Langel
Healthy: APC: Temperature has returned to normal
Healthy: APC: UPS Mot on Battery [1526]

Healthy: APC: UPS Mot Running on Battery [1522]
Healthy: APC: Zero Defective Battery Packs [1514]
Healthy: Automatic Windows Service is now running
Healthy:
Healthy:
Healthy: AV

Healthy: APC: Battery Run Time Remaining No Longer Critical [1518]

StorageGateway WorkingStorageUsed Has Returned To Mo
APT %xx Error Has Returned To Mormal [4658]

+ APT 5xx Error Has Returned To Mormal [4660]

Healthy: AWS: APT Count Has Returned Tn Normal [2664]

[ Disabled ] +| @ |[crrrcal @
Occurrence Time Second Regular Expression
[ Disabled ] v@l|l @
Expiry Dela
- oy Y Identifier Pattern Override Y'type
[[Disabled] @
[ 1@ [[none] ol>)
Detection Weight N
[20 et ) 1 >y Identifier Format
[ @
Component Type:
[ [n/Ad ~] Auto-Clear Topology Suppression
Both
External Event Id 1 @ [ = I @
[ 9 Category
Healthy: AKCP: AC Voltage sensor now reporting Normal Status [3192] @
External Category Healthy: AKCP: DC Voltage sensor returned to Mormal Status [3199]
[ ]g Healthy: AKCP: Dry contact sensor now Normal [3190]
Healthy: AKCP: Smoke detector now MNormal Status [3157]
5 Healthy: AKCP: Water sensor now Normal [3138]
Match Logic Healthy: Alteon: Primary Power Supply Healthy [3013]
[Regex Match = | @ || Healthy: Alton: Redundant Power Supply Healthy [3015]

[1518]

r Critical [1520]
[1539]

[3508]

e

4. On the [Advanced] tab, update the following fields:

 Detection Weight. Select 20 - Last. If two event definitions are very similar, the weight field specifies
the order in which SL1 should match messages against the similar event definitions. The event
definition with the lowest weight will be matched first. This field is most useful for events that use

expression matching. Options range from O (fi

rst) - 20 (last).

e Match Logic. Select Regex Match. Specifies whether SL1should process the First Match String field
and Second Match String as regular expressions or as simple text matches. Because you selected
Regex Match, you cannot define a "match all" expression by leaving the First Match String and

Second Match String fields empty.

o Use Message-match. Select this option. If SL1 has generated an event and then a second log

message or alert matches the same event policy for the same entity, SL1 will not generate a second
event, but will increase the count value for the original event. This behavior will occur only if the log

messages or alerts contain the same message.

o First Regular Expression. Type "CRITICAL" as the string used to correlate the event with a log

message.

« Topology Suppression. Select Both. If this event occurs on a parent device, it behaves as a

suppressing event. If this event occurs on a child device, it behaves as a suppressible event.

5. Click [Save] and close the Event Policy Editor modal.

6. Next, go to the Device Groups page (Registry > Device Groups) and click the [Create] button. A Device
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Group Editor page appears:
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Device Group Editor | Creating new group | Click Save to commit changes

Device Group Name:
[ANDevices

Force Child Visibiity?

Sharing Permissions

Icon

~ | ([ Private (visible to you only) ] -]

Visibiity Permission Keys

ps EM7 System Administration ~
Confi Grant Al
i Basic User Privieges.
Discovery PowerPack Administration
Device Schedules.

Provisioning Access
Event Suppression

Admin Portal Ul Access.
RES Feeds Subseription Management
IT Services
IT Services - View
IT Servi - v
Static Devices and Groups | Devices [0] | Groups [0]

Device Name + Class | Sub-class D

Organization Device Group Name + [}

Devices Groups  Rules

No devices in current device group. No sub-groups in current device group.

Dynamic Rules | Rules Found [1] | Adding rules [1] e add
Selector Type

Selector Targets Matched Devs
1.1, 4 Device Name

9
Devices matched for rule 1: @

Matched

7. Complete the following fields, and leave the default settings for the remaining fields:

o Template Name. Specify the name of the new device group.

« Force Child Visibility. Select "No".

o Visibility. Select Config Policies/Bulk Edit to let you configure all the devices in the new device group
using a device template.

8. Click the [Save] button and then click the [Add] button in the Dynamic Rules pane to add dynamic rules to
the new device group. The Device Group Rule Editor modal page appears:

Configuring PowerFlow
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Add Rule x

Device Group Rule Editor | Active Selection Reset

Active Selectors
[] organizatien

D Device Class

D Device Category
Device Name

D Device IP

[] Device State

[ collection State

D Collector Group

[ open TCP Ports

D Running Process
[] windows Service
[ subscribed Product
D Active Event

1 alinned Mvnamic Ann

Selector Definitions

Device Name

[

Operators allowed
Begins with “term”

*term Ends with "term”

te?m Is “term”, “team”, “teem”.
'term Is not “term”

termi, term2 I “term1” or “term2”

Matched Devices [9]

Device Name -

Category

Senice  Microsoft| Azure Services 3
Sciencelogic, Inc. | EM7 All-In-t 1
Sciencelogic, Inc. | EM7 AlHn-(2

Sciencelogic | Integration Serv 5

Class | Sub-class o

AN, 10.211.66 Unknown Ping | Generic Linux it
b, 1021168 Unknown Ping | Generic Linux 10

System
System
System
System
System
System

System

Collection
Organization State

Active

Active

Active

Active

Select related devices...

]

In the Active Selectors pane, select Device Name.

Optionally, in the Selector Definitions pane, type an asterisk (*) in the Device Name field. Using the *
includes all devices by Device Name. In the Matched Devices pane, a list of all devices appears.

Click [OK] to close the modal page.

On the Device Group Editor modal page, click [Save] and close the page.
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13. Next, create a Device Group Template that will disable Event Masking for all devices in the new Device

Group. Click the building blocks icon (M) for the new device group. A Device Template Editor page
appears:

Device Template Editor | Applying Template to Devices | Click [Save] to commit changes | Config Template Settings (Click field labels to enable/dis:

Template | New / One-off Template |  SaveWhen Applied & Confirmed[ ] Template Name |

Access & Monitoring Device Preferences
Devics Organization | Acme Inc Auto-Clear Events Scan Al Ps

SHMP Read | Cisco SNMPv2 - Example SHMP Write | None

Availability Protecol | Tcp Avail Port | 1CMP Accept Al Logs Dynamic Discovery
Latency Protocol | Tcp Latency Port | IcMP

ail+Latency Alert | Disabled Daily Port Scans Preserve Hostname
Collection | Enabled Collector Grp | CUG

Aute-Update Disable Asset Update

Coll. Type | Standard

Critical Ping | Disabled
Bypass Interface

I Event Mask [ Disabled [«] I Inventory

Device Retention & Basic Thresholds

System Latency = | f

Daity Rolup Bandwidth
Data

Hourly Rellup
Bandwidth Data [ ==l

T —— o] T E—

Data

e T — 1 pings Dl R i

Performance Data

s
o
o
“

Interface Inventory Settings

Interface loventony |t . - Allowed . - 10000 interfaceg
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14. Because all of the fields are disabled (grayed-out) by default, click the Event Mask field name to enable the

15.
16.

field. Use the default setting of Disabled.
Click [Apply] and click [Confirm] on the Device Template Editor page.

Next, turn off the Trigger on Child Rollup option on the "ServiceNow: Add/Update Incident" Run Book
Automation. Go to the Automation Policy Manager page (Registry > Run Book > Automation) and click

the wrench icon (P) for the "ServiceNow: Add/Update Incident" Run Book Automation. The Automation

Policy Editor page appears:

Automation Policy Editor | Editing Automation Policy [49]

| [ and all times are valid | s | D Include events for enttties other than devices (organizations, assets, etc.)

I Trigger on Child Rollup I

Policy Name Policy Type Policy State Policy Priority Organization
| ServiceNow: [Incident] - AddiUpdate | [ [ Active Events 1 v | [[Disabled v | [[High] ~ | |[System] v
Criteria Logic Match Logic Match Syntax
| [severity ==1  ~ | [ Motice, ] v | [[Textzearch] ~ | | |
L af“j Dolime s, clagsed)] | Repeat Time Align With
| [ since the first occurrence, | W | | [Only once ] - | | [ Devices | - |
| [and event is NOT cleared ] v

Available Devices Aligned Devices
| | (All devices)
Internal Servers
Sciencelogic: PowerFlow: 10.2.11.14%
Sciencelogic: PowerFlow: 10.2.11.221
Sciencelogic: PowerFlow: 10.2.11.65
System
Available Events Aligned Events
| | (All events)
[28238] Critical: AKCP; AC Voltage sensor detects no current I
[2847] Critical: AKCP; DC Voltage sensor High Critical
[2848] Critical: AKCP: DC Voltage sensor Low Critical
[2837] Critical: AKCP: Dry Contact Sensor Low Critical

[2843] Critical: AKCP: Smoke Detector Alert!

Available Actions Aligned Actions
| | 1. ServiceNow: Send to PowerFlow [101]: ServiceNow:
SNMP Trap [1]: SL1 Event Trap
Snippet [5]: Automation Utilties: Calculate Memary Size for Eac
Snippet [5]: AWS: Disable Instance By Tag
Snippet [5]: AWS: Discover from EC2 IP

Snippet [5]: AWS: Get EC2 Instance Configuration

17. Make sure the Trigger on Child Rollup option is not selected and click [Save]. Close the Automation Policy
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Editor page.
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Additional Options in ServiceNow

Viewing Events with ServiceNow

Within ServiceNow, the Incident Sync sends as much data as possible, but limits what is sent or updated directly to
the incident table. All SLT Event-specific data is mapped to a separate record and custom application-specific
table. A related list option is available to provide event record data that you can view from the incident.

NOTE: The related list [SL1] Events is not configured when you install the Certified application. You need to
add that related list to the incident form.

You can also view the actual Event records at ScienceLogic SL1: Incident Automation > Event >
Sciencelogic Events.

Hyperlinking Events

Both ServiceNow and SL1 provide mechanisms for hyperlinking to multiple active events and incidents.
Each Incident in ServiceNow will have one or more events aligned with it through a related list: [SL1] Event.

By default the Hyperlink field "Event URL" only appears on the Event (x_sclo_incident event) custom table
provided by the Certified application. If a URL link is required, you would need to customize it to be applied to
different location.

The following image shows the Event record for an event aligned with an Incident:

Event| Entity | Asset| Organization

Event D 100179
Event message Device Failed Availability Check: ICMP Ping
Event severity label MAJOR
Event severity 3
Event active timestamp 2021-09-27 05:00:39 &
Event first timestamp 2021.09-27 05:00:39 =
Event last timestamp 2021-09-29 03:20:51 =
Eventclear timestamp 2021-09-29 03:25:31 =
Event counter 546
Event Policy ID 1581
Event policy name Poller: Avallability Check Falled
Event source label intemal
Event policy stateful 1
Event source 2

Event policy extenal ID

Event policy cause <p class=""r-tag">=<strong-Event Definition:&nbsp; </strong=An Avallability message sent to the device by the EM7 Avallability poller timed-out.</p=<p class="fr-tag"~<strong-Probable Cause:unbsp;
</strong-The device may be down, or the network connection to the device may be malfunctioning.</p>

Event policy category
Event user note In Progress
Event clear user auto-clear
Event extemal ticket reference INC0022320
Event URL http:/ g m72exe s8q_type=aidiq_arg=1001796q_sev=1¢q_sort=08q_oper=0
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Viewing the Incident Import Table in ServiceNow

Each time SL1 creates or changes an incident in ServiceNow, data is inserted into a temporary import table on
the ServiceNow system. This table displays all inbound data from SL1 and is a useful tool to determine what data
is being sent and imported. The incident import table is created automatically when you install the Sciencelogic
Certified (Scoped) Application.

To view the data and the status of the import process, go to the Import Incidents page (Sciencelogic > Event >
Events) in ServiceNow:

po—— |mmﬂ Sawch Updaed v Search (I Ay S
* Al
Q  Seemo = Crosted = Comelation 10 = incident =cmoea = updated ¥ = Target record = state = mcdontstate = Croatedby = mport et rn
searen seaten Searen saaich saarcn Search Search search Search Search
Dependents.
® LTG5 290919083321 undemoSOEV-2SEVENTS LIS INCOOLZITE temety) M0319083IN Brent LUTESES Updated Fesobed fn femptyl
@ LTSS 19031908321 EundemoSHDEV21SEVENTS LIS NCOOIZITE fempty) W19 KGNS Updated Resobved tun fempty)
- ® UTESS 2190319082827 bundemoSSuDEV21SEVENTo 1105 NCOOIAITE tempty) 0190919052827 Brent LTES nssted InProgres: b fempty)
— ® LITESS 150910092877 FsundemoBSHDEN21SEHEVENTs 1705 NCONITIIE {empty) WI94519092827  lncident: NCODIIYTE  Updated InProgress b fempiyl
——— ® LTSS MIS0319092826  undemoSHHDEVSISTAEVENTHITES  NCOOLATT fempty) WI9319092826  fncident: NCONTYTT  Updated Resobed fsn fempty)
vents @ LUTR 2150919092526 fsundemoswDEV21STHEVENTs 1705 BCOQITTT {empty) M998 premt LTeER updated Resolved n femptrl
o) LTSS MIG0S1909737)  undemosiDEVSISTAEVENTHITIS  BEOOITITT femgty) MBI et 1w sested nProgress fsun, (empty)
® TSR MIG0HI9030  undemosDE21THEVENT LIS | NCOOLITT fempty) 090919092322 Indent NCODIINTT  Updated Progress fsun fempty)
@ LITSSTT 2019091905001 FaundemosDEV-2136-EVENTH TS BCOOLITG fempty) WSRO Deeet TG Updated Fesobred fsun fempty)
® LITSTT 010091909031 fsundemoSOwDEV21SAEVENT- 1705 MCODIZTTE fempty) 00908190903 Incdent; NCOTTE  Updated Fesolved fsun fempty)
6] LITESTT 2150919085830 undemoS9vDEVs2106EVENTHITES  NCOOLSTS femgiy) WI9I9WSEI lncdent NCOOIITTE  Updated InProgress fsn fempty)
[—
- LT 003376 femgty) W90 19mmssI  peeen TR wsestod nProgress fsn fempty)
— Lrsm Moo fempty) W90 198533 modentmcooraiTe  updated Resobved faun femptyl
S LTSI 0190919085335 FUndemosI eV INAEVENTHITS  NCOOLTITG fempny) 9019085335 Event: LTGsTO updated Resolved fsun fempty)
R - ® LUTESTD MISUSIN0AEIN  FundemosIORVZIGHEVENTHITES NCOOLIIT: fempty) WIWIIWABI mOdentNCOOLIITE  Updated nProgress fn fempty)
¥ Suppocting mports @ s ™ meooaTr femty) WIBI9WE Erent TGO nested InProgress fan fempiyl
Organization LITESSE 010091908380 FundemosHeDEV-2196EVENTHITDS  NCOOISIT gty WOWIWIET Ioodenk INCOOLTITE  Upeated Fesobed fan empty)

You can view a complete audit of all import data and transforms by going to the Transform Histories page
(System Import Sets > Advanced > Transform History):

= Transform Histories Go to | Started v 4 4 1] 101000720440 B B
=Y
% O =Sared =State =Completed =Runtime = Set = Import set table =Tota  =inserts  =Updates  =lignored = Skipped = Errors nsform Map
~ 20160904 2016-09-04 ScienceLogic File System Sciencel ogic File
W pa0050 Complete 4 0950 0 Seconds [SETO0IZIL 1 Cciencelogic_file system] 1 0 0 ! 0 0 System T-Map
20160901 2016-09-01 ScienceLogic Network Interfaces Sciencel ogic Adapter
9 Fom Complete ) 0957 DEzED [SET0013275 " Cciencelogic_adapters] L 5 U l g 0 Tmap
Sciencelogic
20160902 2016-09-02 ScienceLogic Hardware Models . y
® v Complsts 7,10 0 Seconds ISETO01378 | aare, model] 1 0 0 1 0 0 Hardware Model T-
e Map
2016-09-01 2016-0901 ScienceLogic File System Sciencel ogic File
@ ieoow Complete 15 00.44 Ogz=m [SETO0IS2T6 " Cciencelogic_file_system] L C U L g 0 System T-Map
o~ 20160831 2016-08-31 ScienceLogic File System Sciencel ogic File
W 10116 Complete 450115 0 Seconds [SETO0IZTL 1) Ciencelogic file system] 1 0 0 ! 0 0 System TMap
2016-09-02 2016-09-02 ScienceLogic File System Sciencel ogic File
O Gux Complete .09 25 D8z [SET00132680 " Cciencelogic_file system] d C U L 3 0 System T-Map
o~ 2016:09.01 2016-09-01 ScienceLogic File System Sciencel ogic File
o ono10 Complete 540103 0 Seconds [SETO013276 " Ciencelogic_file system] 1 0 0 ! 0 0 System T-Map
20160903 2016-09-03 ScienceLogic File System Sciencel ogic File
O pun Complete - 0122 DEz=rly [SETO013266 " ciencelogic file system] d C 0 L 3 0 Systom T-Map
o~ 201609.01 2016-09-01 ScienceLogic Network Interfaces Sciencel ogic Adapter
120089 Complete ) 09 59 0 Seconds [SETO01395 " Cciencelogic_adapters] ! 0 0 ! 0 0 TMap
. o i Sciencel ogic
@ ek Complete 20160303 0 Seconds ISEToD13083  SetenceLogic Hardurare Modsls 1 0 0 1 ] 0 Hardware Model T-
12:00.12 12:00:12 [u_sciencelogic_hardware_models]
- - - Map
o~ 2016.09.04 2016-09-04 ScienceLogic Network Interfaces Sciencel ogic Adapter
o o003 Complete 5, 0g33 0 Seconds [SET0013290 " Ceiencelogic_adapters] 1 0 0 ! 0 0 Tuap
20160901 2016-09-01 ScienceLogic File System Sciencel ogic File
O o Complete 3¢ 0117 DEz=rly [SETO013276 " Cciencelogic file system] d C 0 L 3 0 Systom T-Map
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SL1 Event to ServiceNow Incident Impact/Urgency Matrix

By default, when SL1 triggers an Event, the Event is sent to ServiceNow through PowerFlow. The following
mappings are currently in place for mapping the Severity of an SL1 Event to the Impact and Urgency of a
ServiceNow Incident:

SL1 Event ServiceNow Incident ServiceNow Incident
Severity Impact Urgency
Critical 1-High 1-High
Major 2-Medium 2-Medium
Minor 2-Medium 3-Low
Notice 3-Low 3-Low
Healthy 3-Low 3-Low

The Severity conversions are handled in an "onBefore" transform script under the "Sciencelogic (SL1) Incident
transform map that automatically deploys with the Sciencelogic Certified (Scoped) Application.

The "onBefore" transform script calls a script include called "taskMappingHelper" that handles the conversion
from Severity to Impact or Urgency.

To customize a Severity to Impact or Urgency conversion rule:

Additional Options in ServiceNow
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1.

2.

50

In ServiceNow, create a new script include with new conversion rules. You can change the return values
for SL1 Severity labels to the desired Impact and Urgency values. The following is an example:

1 var taskMappingHelper = Class.create();

2+ taskMappingHelper.prototype = {

3 initialize: function() {7},

4

5 //Impact and Urgency fields validation based on event's severity label
6 v determineImpactUrgency: function(severity) {

7 severity = severity.tolowerCase();

8~ if (severity.includes("critical™)) { //Critical

9 return "1+1";

10 ~ } else if (severity.includes("major™)) { //Major
11 return "2+2";

12 ~ } else if (severity.includes("minor™”)) { //Minor
13 return "2+3";

14 ~ } else if (severity.includes(“"notice")) { //Notice
15 return "3+3";

16 ~ } else if (severity.includes("healthy")) { //Healthy
17 return "3+3";

18 ~ } else { //No Severity

19 return "";

20 }

21 }

NOTE: In the above example, if the SL1 Severity label is Minor, return the corresponding ServiceNow
Incident Impact of 2 and Urgency of 3.

In the "onBefore" transform script under the "Sciencelogic (SL1) Incident" transform map:
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* Modify line 60 to call the newly created script include.

*  Modify line 61 to call the newly created function under script include with the same parameter
source.u_event_severity label.

For example:

= Transform Script
— onBefore

When onBefore v Application ScienceLogic SL1: Incident Automation
Adie v
Order

inction of this script and the globals available to it vary depending on when the script is set to run. For more information, see the Wiki. See also the article about the recommended form of the script.

sipp @ ¢ D E B Qvae B OB %%

LB L LURYBI ~ (AP 5 GTUST WATITLURRANY (U1 Uy U1 B Sy
4

4

4

43

50+

51

52 var helper = new x_sclo_inc

53 target.description )i

54 }

55

56 f/Impact and Urgency ation r_labe!
57+ if (source.u_event_severity_label

58

59 var impactUrgency = '';

(1] var helperd = new x,scln,incident.tuswhppiuguelper(),'|

61 = helperd.determineImpactUrgency (source.u_svent_severity_label);

62 itimpactUrgency = impa ncy.split('+');

63+ target. impact

64 target.urgency = sp.

NOTE: By default, the Incident Priority field is read-only and must be set by selecting the Impact and
Urgency values.
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Adding Additional Fields to the Transform Map

If you require additional mandatory fields to be filled out to resolve an incident, you can add those fields to the
transform map in ServiceNow.

For example, if you require four mandatory fields in the ServiceNow Incident—Assignment Group, IT Service,
Service Component, and Description—to be filled out before that incident can be resolved in SL1, you would
perform the following steps.

Main Details* | Notes | Related Records | Resolution Information | Admin

Caller Science Logic o ||| ® Contact type web B

Behalf of user o, Impact Some Users 4

m) Company Motorpoint Limited @ Urgency 3-Low s

Location [e} Priority @ 4-Low
> IT service o, Major incident state
>k Service component Q Owning group [o}
Symptom [e} Assignment group (e}
Configuration item o, Assigned to o,
Short description mp-sql-2014-01: Host Resource: Storage Utilization (E:\ Label:Data Serial Number d01ef7f2) has exceeded threshold 90%, currently 90.02% Q

Related Search Results »

>k Description

To add an assignment group:

1. Navigate to User Administration > Groups and select the assignment group you want to add. The Group
record appears.

2. Right-click the gray task bar at the top and select Copy sys_id.

<l = Group
=== Access Requests Save
Insert E
Name AccessReql  |nsertand Stay
Manager Configure > o,
Export > L
Group email support@n  View > =
Parent Create Favorite o,
Copy URL E
Updated 04-05-2018 e ES L]
Show XML ]
Type
yP @ History >
Description Access Reqt et
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3. InSL1, open to the "ServiceNow: Add/Update/Clear Incident" Run Book Action (Registry > Run Book
> Actions).

4.  Edit the Input Parameters of the Run Book Action to add the sys_id to the relevant parameter or
parameters to assign the assignment group to one of the new, acknowledged, or cleared incidents that are
mapped. After an incident is created, the assignment group value will not be changed by the Run Book
Action.

In the following example, the assignment group is assigned to incidents that are cleared:

"assignment group new": "",

"assignment group ack": "",

"assignment group clear": "sys id"

The IT Service, Service Component, and Description fields in our example must be filled in before an Incident
can be closed. To do this, changes must be made in the transform maps that are provided in the form of update
sefs from Sciencelogic.

TIP: For more information about mapping new fields and other mappings options, see
https://docs.servicenow.com/bundle/newyork-platform-administration/page/script/server-
scripting/concept/c MappingOptions.html.

To add the Description field:

1. In ServiceNow, search for "transform map" in the filter navigator. Click Transform Maps.

2. Inthe list of transform maps, search for "Sciencelogic" in the field above the Name column.
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3.

7.
8.

Open the "Sciencelogic Incident" map:

Servlce Service Management a System Administrator O, (7 @ 92

(7 transformmap Wl = TableTransform Maps m Goto  Order v l:] 4 « 1 w8ofs B PP
<
— ¥ Al
=
b Q, = Name = Source table = Target table = Run business rules =order o = Active = Updated
System Import Sets
Create Transform Map
- - — e
® ciencelogic ScienceLogic Incident Import ncidant fincident] wve 10 tre 2018-05-18
W Administration Incident [u_imp_silo_incidents] 20:44:15
Transform Maps % (D  Notification Notification [imp_notification] Incident [incident] true 100 true il
22:08:39
System LDAP ~ 2015-07-07
() User User (imp_user] User [sys_user] true 100 true o722
Transform Maps
(i)  Location Location [imp_location] Location true 100 true 2010707
! - femn_location] 07:30:52
Computer 2015-07-07
G o t 1
(O] omputer Computer [imp_computer] [emdb_ci_computer] true 00 true 07:28:10
LDAP User 2011-04-11
L m|
@® e label [Idap_import] User [sys_user] true 100 true T
- LDAP Group . Group 2009-11-12
oy R
O ot label [Idap_group_import] {ovs_user.group] true 100 true e
Sciencelogic ScienceLogic Incident Import ScienceLogic Events. — X0 o 2018-05-18
@ Event [u_imp_silo_incidents] [u_silo_events] 21:27:35

The Field Maps table at the bottom of the page allows you to edit or create mappings from the
Sciencelogic Incident Import table to the ServiceNow Incident table. Click [New] to create a new field
mapping.

The Source table field should contain the Sciencelogic Incident Import and the Target table should
include the ServiceNow Incident table:

= Field Map -+
= New record @ =
Map | Sciencelogic Incident ol ® Application | Global ®
Source table ScienceLogic Incident Import [u_imp_s... ¥ Target table Incident [incident] v
Source field Action Policy 5 Target field Active .
Use source script Coalesce

To create a new mapping to copy the contents of the Short description field to the Description field, select
Short description from the Source field drop-down menu.

In the Target field drop-down menu, select Description.

Click Update to save your changes.

The IT Service and Service Component fields in our example are set in the Transform Script in the "Sciencelogic
Event" transform map. To set the fields:

1.

2.

54

In ServiceNow, make sure you have the sys_id value for the target fields. If a field contains a magnifying
glass, it will require a sys_id. If a field has a drop-down, type in the field you wish to apply from the drop-
down. In the case of our example, the sys_id values of the two fields are required.

In your ServiceNow instance, navigate to the Transform Maps table and select "Sciencelogic Event".
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3. Inthe Sciencelogic Event transform map page, click the [Transform Script] tab and open the

"onAfter" script.

¢ | = Table Transform Map
== Sciencelogic Event

Current View: Default view (click me for other views)

Active |+
Run business rules |+
Enforce mandatory fields | No
Copy empty fields
Update Copy Delete

Related Links

Auto Map Matching Fields
Transform
Index Coalesce Fields

Source table ScienceLogic Incident Import [u_imp_s... ¥

Application

Created

Target table

Order

Run script

& :—_T ooo  Update = Copy

ScienceLogic (0]
2018-05-18 21:27:35
Sciencelogic Events [u_silo_events] v

200

Delete ¢

Field Maps (16) ‘ Transform Scripts (2) ‘

= h:nsiorms:ﬂplsm Goto Order v

? Map = ScienceLogic Event
b1 (o} = When = Script
@ onAfter

(i)  enBefore

(function runTransfermScript{source, map...

(functien runTransfermScript(source, map...

44 « 1 | to20f2

= Order a = Active

100 true

100 true

> b G
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4. Add the following under the "//Update target record when the Event was cleared from Sciencelogic" text:

56

sl INT. (target field)

field)

sl INT. (target field)

component)

'[sys_id of the source field]'; //(IT service

'[sys_id of the source field]'; //(Service

When (@ [ onAfter

f this script and the globals

Script @ $

)

v

R Application | Sciencelogic @®
Active |+
Order 100

L]

event_state_management();

(function event_ctate_management(J{ .

//Check Sciencelogic Events to see, if the Incident can be closed.

var sl_events = new GlideRecord('u_silo_events');

s1_events.addEncodedQuery('u_active=true®u_silo_task=" + source.u_task);

s1_events.query();

if(sl_events.getRowCount() == @8){

var s1_INT = new GlideRecord('incident');

s1_INT.get(target.u_silo_task);

if(source.u_incident_state == 6 &% s1_INT.close_code.nil()){

//Update target record when the Event was cleared from Sciencelogic.
s1_INT.close_code="'Closed/Resolved by Caller';
s1_INT.close_notes=source.u_work_notes;
s1_INT.state= 6;

}else if(source.u_incident_state ==6 && !s1_INT.close_code.nil()){

//fUpdate target record when Event was cleared From ServiceNow.
s1_INT.close_notes= sl_INT.close_notes + " (" + source.u_work_notes + ")";

J

toit vary dep

ab
Ehae

}

return;

W=
it

}

s1_INT.update();

ing on when the script is set to run. For more information, see the Wiki. See also the article about the recommended forl

Q v »a |7 @8 %| W

(function runTransformScript(source, map, log, target /+undefined onStart®/ ) {

})(source, map, log, target);
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5. Tofind the target field, make a temporary mapping to see what the target field is. This mapping can be

deleted once you know the target field.

Field Maps (14) | Transform Scripts (3) ’Versions (1)

= | Field Maps m

32 = Source field
(i) u_short description

@ u_contact type

u_active

(i) u_short description

u_assignment_group

u_correlation_id

sys_updated by

Uu_urgency.
u_cmdb ci
u_work_notes
u_impact
u_impact

[Script]

@ e e oo

[Script]

Actions on selected rows... 4

Target field

sl

brt_description
coptact_type
active

degcription
asgignment_group
corfelation_id

caller_id

urggncy
cmdb_ci

work_notes

u_service_component

impact
company

location

6. Click [Update] to save your changes. The selected fields will be added into an Incident on closure.
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Chapter

4

Troubleshooting the Incidents SyncPack

Overview

This chapter contains troubleshooting resources, procedures, and the answers to frequently asked questions to
use with the "ServiceNow Incidents" SyncPack.

This chapter covers the following topics:

Initial Troubleshooting STePS ... 59
Resources for Troubleshooting ... ... 59
Frequently Asked QUeSHONS ... . 63
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Initial Troubleshooting Steps

PowerFlow acts as a middle server between data platforms. For this reason, the first steps should always be to
ensure that there are no issues with the data platforms with which PowerFlow is talking. There might be additional
configurations or actions enabled on ServiceNow or SL1 that result in unexpected behavior. For detailed
information about how to perform the steps below, see Resources for Troubleshooting.

SL1

PowerFlow

Run docker service 1s onthe PowerFlow server:

¢ Note the Docker container version.

» Verify that the Docker services are running.

If a certain service is failing, make a note of the service name and version.

If a certain service is failing, run docker service ps <service name>to see the historical state of
the service and make a note of this information. For example: docker service ps iservices
contentapi.

Make a note of any logs impacting the service by running docker service logs <service
name>. For example: docker service logs iservices_couchbase.

ServiceNow

> N

Make a note of the ServiceNow version and SyncPack version, if applicable.
Make a note if you are running a ServiceNow certified application or a Service Graph SyncPack.
Make a note of the SyncPack application that is failing in PowerFlow.

Make a note of what step is failing in the application, try running the application in debug mode, and
capture any traceback or error messages that occur in the step log.

Resources for Troubleshooting

This section contains port information for PowerFlow and troubleshooting commands for Docker, Couchbase,
and the PowerFlow API.

Useful PowerFlow Ports

o https://<IP of PowerFlow>:8091. Provides access to Couchbase, a NoSQL database for storage and

data retrieval.

o https://<IP of PowerFlow>:15672. Provides access to the RabbitMQ Dashboard, which you can use to

monitor the service that distributes tasks to be executed by PowerFlow workers.

 https://<IP of PowerFlow> /flower/dashboard. Provides access to Flower, a tool for monitoring and
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administrating Celery clusters.
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o https://<IP of PowerFlow>:3141. Provides access to the pypiserver service. which you can use to see if
SyncPacks have been correctly uploaded to Devpi container.

IMPORTANT: Port 5556 must be open for both PowerFlow and the client.

Helpful Docker Commands

PowerFlow is a set of services that are containerized using Docker. For more information about Docker, see the
Docker tutorial.

Use the following Docker commands for troubleshooting and diagnosing issues with PowerFlow:
Viewing Container Versions and Status

To view the PowerFlow version, SSH to your instance and run the following command:

rpm -ga | grep powerflow
To view the individual services with their respective image versions, SSH to your PowerFlow instance and run the
following command:

docker service 1ls

In the results, you can see the container ID, name, mode, status (see the replicas column), and version (see the
image column) for all the services that make up PowerFlow:

Restarting a Service

Run the following command to restart a single service:

docker service update --force <service name>

Stopping all PowerFlow Services

Run the following command to stop all PowerFlow services:

docker stack rm iservices

Restarting Docker

Run the following command to restart Docker:

systemctl restart docker
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NOTE: Restarting Docker does not clear the queue.

Diagnosis Tools

Multiple diagnosis tools exist to assist in troubleshooting issues with the PowerFlow platform:

o Docker PowerPack. This PowerPack monitors your Linux-based PowerFlow server with SSH (the PowerFlow
ISO is built on top of an Oracle Linux Operating System). This PowerPack provides key performance
indicators about how your PowerFlow server is performing. For more information on the Docker PowerPack
and other PowerPacks that you can use to monitor PowerFlow, see the "Using SL1 to Monitor SL1
PowerFlow" chapter in the SLT PowerFlow Platform manual.

o Flower. This web inferface tool can be found at the /flower endpoint. It provides a dashboard displaying
the number of tasks in various states as well as an overview of the state of each worker. This tool shows the
current number of active, processed, failed, succeeded, and retried tasks on the PowerFlow platform. This
tool also shows detailed information about each of the tasks that have been executed on the platform. This
data includes the UUID, the state, the arguments that were passed to it, as well as the worker and the time
of execution. Flower also provides a performance chart that shows the number of tasks running on each
individual worker.

o Debug Mode. All applications can be run in "debug" mode via the PowerFlow API. Running applications
in debug mode may slow down the platform, but they will result in much more detailed logging
information that is helpful for tfroubleshooting issues. For more information on running applications in
Debug Mode, see Refrieving Additional Debug Information.

o Application Logs. All applications generate a log file specific to that application. These log files can be
found at /var/log/iservices and each log file will match the ID of the application. These log files combine
all the log messages of all previous runs of an application up to a certain point. These log files roll over
and will get auto-cleared after a certain point.

o Step Logs. Step logs display the log output for a specific step in the application. These step logs can be
accessed via the PowerFlow user interface by clicking on a step in an application and bringing up the Step
Log tab. These step logs display just the log output for the latest run of that step.

o Service Logs. Each Docker service has its own log. These can be accessed via SSH by running the
following command:

docker service logs -f <service name>

Retrieving Additional Debug Information (Debug Mode)

The logs in PowerFlow use the following loglevel settings, from most verbose to least verbose:
e 10. Debug Mode.
e 20. Informational.
o 30. Warning. This is the default settings if you do not specify a loglevel.
e 40. Error.
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WARNING: If you run applications in Debug Mode ('loglevel": 10), those applications will take longer to run
because of increased 1/O requirements. Enabling debug logging using the following process is
the only recommended method. Sciencelogic does not recommend setting "loglevel": 10 for the
whole stack with the docker-compose file.

To run an application in Debug Mode using the PowerFlow user interface:

1. Select the PowerFlow application from the Applications page.

2. Hover over the [Run] button and select Custom Run from the pop-up menu. The Custom Run window
appears.

3. Select the Logging Level. Debug is the most verbose and will take longer to run.

4. Specify the configuration object for the custom run in the Configuration field, and add any JSSON
parameters in the Custom Parameters field, if needed.

5. Click [Run].

To run an application in Debug Mode using the API:
1. POST the following to the APl endpoint:

https://<PowerFlow IP>/api/vl/applications/run

2. Include the following in the request body:
{

"name": "<application name>",
"params": {

"loglevel": 10

}
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After running the application in Debug Mode, review the step logs in the PowerFlow user interface to see detailed
debug output for each step in the application. This information is especially helpful when trying to understand
why an application or step failed:

= Application ®@ Help Notifications 103 isadmin v SClénceLOgiC

-
L Delete Devices From SL1 / Open Editor = Reports ~ Timeline o Replay > Run & Configure
@ Q
N
] S
Pull Affected Device Info
from SL1(GQL) C
B Pull Disabled Devices from Verify Device Delete :
VEUG inSLL Requests @ DelateDevices
or o Pull i
from SL1 (MySQL)
»
&
= STEPLOG STEP DATA D copy ® Download I3 Full screen
Module - Date (UTC-4) /- LogLevel - Message
| Basesten Aug 29,2023 10:48:21, 347 INFO Executi Disabled Devices from VCUG in SL1 - step: DisabledDevices.py [a]
| ipaas_togger Aug 29,2023 10:48:21, 348 FLOW Start Pull Disabled Devices from VCUG in SL1 (]
| ipaas_logger Aug 29,2023 10:48:21, 355 FLOW Step Pull Disabled Devices from VCUG in SL1 still failed after O retries [u]

A | Basesten Aug 29,2023 10:48:21, 357 ERROR Traceback (most recent call last): File usr i i (a]
Traceback (most recent call last): File "usr/local/i i i *,line 601, in execute_step selfretry step , exc=err, File i ite-p p ’,line 961,in
retry_step taskretry( File Jusr/local/l i Py, line 706, in retry raise_with File "/usr i i Dy’ line 579,in execute_step selfexecute() File
? i 3.8/site-packages/ip: " line 51, in inner_exacute execute = File/ v jicenow_cmab i 3.8/t jcenow_cmdb s
/PullAndProcessDisabledDevices.ov" line 9. in execute raise Missi i i i tions Missis i : tarset vousis reauired butis in either delete devicesori

You can also run an application in debug using curl via SSH:
1. SSHto the PowerFlow instance.
2. Run the following command:

curl -v -k -u isadmin:<password> -X POST "https://<your
hostname>/api/vl/applications/run"

-H 'Content-Type: application/json' -H 'cache-control: no-cache' -d
v {"name" .

"interface sync sciencelogic to servicenow","params": {"loglevel":

10}}"

Frequently Asked Questions

This section contains a set of frequently asked questions (FAQs) and the answers to address those situations.
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Why are Incidents not getting created in ServiceNow?2
1. InSL1, go to the [Events Console] (Classic user interface) or the Events page (SL1 user interface) and
locate the event that was created.

o Inthe SL1 userinterface, click the [Actions] button ( **# ) for that event and select View Automation

Actions.

«» Inthe Classic user interface, click the View Notification Log mailbox icon (@) for that event.

The Event Actions Log window appears:

Event Actions Log | For Event [421671] Refresh Guide

2020-02-06 10:53:25

Automation Policy ServiceMow: Event Cleared action ServiceNow: Add/Update/Clear Incident ran Successfully

Message:CustomActionType (48) executed without incident

Result:{is_response” "Post to Integration Service Succeeded

Writn

WiinResolution\}, utread_timeout\” 20, u\'discardy: False, uVretry_backoffi: False, uvsnow_user\: uVS{config.snow_user}V, uVassignmentGroupt: uiW}, uvtriggered_bw\: [{uVtriggered_by\: uYUSERY,
uVapplication_id\": uVisapp-1575a304-c338-42c8-a79d-2T4a8d6f6df1V])], uVstart_timel: 1581004405, uVgueuet: None, uVstate\: uVPENDINGY, uVhref\: u\/apifv1/tasks/isapp-1575a304-c338-42c8-
a79d-274a3dE61E6d 1V, uvstepsV: [{uVstateV: UVPENDINGY, uVhref\: uv/apiv1/tasks/48bfE07b-53a5-4328-bd60-d4b22486559aV, uvtracebackV: None, uVidV: uv48bf607b-53a5-4328-bd50-d4b22486559aV,
uvnamel’: uvUnknown\}, {uVstate\: UVPENDINGY, uVhrefl. ul/apifv1/tasks/041ede94-eeel-494a-a015-0071c8b191eal, ultracebackl: None, uVid\: uV041eded4-eecl-494a-a0f5-0071c8b191eaV, u'name\:
uVUnknown\}, {uvstatel. UWPENDINGY, uvhrefl: ut/apifv1ftasks/0451806-cEeb-43d9-b103-89d4670b57e63V, ultraceback\: None, uVid\: uV'045180f6-cGeb-43d9-b103-89d467b57e63V, uVname\:
uVUnknown\}, {uvstatel. UWPENDINGY, uvhrefl: ut/apifv1/tasks/90eebe5-594f-40a9-afa0-6dfbcbealfSeV, uvtracebacky: None, ulid\: uV'90eebef5-5941-40a8-afa0-5dfbcbealdfsay, unamel” uvUnknown\y,
{uVstateV: UVPENDINGY, uVhrefl: uV/apiivitasks/1575a304-c338-42c8-a79d-274a8d6 5dT1V, uvtracebacky: None, uVid\: u\'1575a304-c338-42c8-a79d-274a8d616d 1V, unamey ulUnknowni}],
uVcenfigurationV: uWdocs_servicenow_syncpackV, uVidV: uVisapp-1575a304-c338-42c8-a79d-274a3d618d 1\, "success” True}

2020-02-06 10:50:35

Autemation Policy ServiceMow: Add/Update Incident action ServiceNow: Add/Update/Clear Incident ran Successfully

Message:CustomactionType (45) executed without incident

Result:{is_response” "Post to Integration Service Succeeded

Writn

WriinResolution\}, uiread_timeout” 20, uV'discardy: False, uVretry_backoffi: False, uvsi
uV'assignmentGrouph: uiW}, ultriggered_by\" [{uNtriggered_by\: uVUSERY, uVapplication_id\ b-44c0-aad38-58d343685cd5\Y, uvstart_timeV: 1581004234, uVgueuel: None, uV'statel:
uVPENDINGY, uVhrefy: uV/api'vitasks/isapp-a7805e58-1bdb-44c0-aa38-58d343685cdsY, 3 UTPENDINGY, uVhref\: uV/apifv1/tasks/1baaSfd3-8d5e-4f41-Obba-e3beBeBIbalal,
u\"traceback\: None, uVid\': u\1baaSfd3-2d5e-4f41-0bba-e3beBed0balaV, u'namel’ u\Unknnwn\'} {u\state\ UVPENDINGY, uVhrefl". uV/apiiviasks/4fdcB40e-bT50-4123-3172-04f3043b8175Y,
uVtracebackl: None, uVid\: uv4fdc840e-bT750-4123-8f72-94f30d3b6 175V, uVname\: uvUnknown'}, {uVstate\: uVPENDINGY, uvhref\: uV/api‘v1/tasks/b31f00dd-262b-42c5-ada2-be039c3f4eael,
uVtracebackl: None, uVid\: uvb31f00dd-262b-42c5-ada2-be039c3f4eael’, unamel’. uVUnknownV}, {uV'state\: UVPENDINGY, uvhrefl. u\/apitv1/tasks/63cdd497-9582-4b08-976-608dag905696Y,
uVtracebackl: None, uVid\ uV63cdd497-9582-4b08-9176-508da9905696Y, uvname\: uvUnknown}, {uV'state\: uVPENDINGY, uvhref: u\/api'vi/tasks/cc083a0c-e717-4f99-0970-0ab12cabdfcs\,
uVtracebackl None, uVid: uVcc083alc-e717-4f98-b970-0ab12cabdfcsY, uvnamel” uvUnknown\}, {uV'statel: UVPENDINGY, uhref\": uv/apitv1/tasks/77 fe3b15-68fd-490b-b5aT-b91c34bd6 171,
uVtracebackl None, uVid\: uv77fe3b15-687d-490b-b5a7-b91c34bdG17 1V, uVname\: uvUnknown'}, {uVstatel uVPENDINGY, uvhrefy: ut/api'v1/tasks/a7805e58-1bdb-44c0-aa38-58d343685cd5V,
uVtracebackl None, uVid\: uVa72805e58-1bdb-44c0-aa38-58d343685cd5V, unamel: uvUnknown\}], u¥configuration\: uV'docs_servicenow_syncpackl, uVid\: u\isapp-a7805e58-1bdb-44c0-
aa38-58d343685cd5\Y, 'success”: True}

- gL userj\', uV'sl1_hostname\: uVS{config.sl1_hostiV', uVsnow_userl: uvS{config snow_userjy,
a7805e58-

2. On the Event Actions Log window, verify that the Run Book Action was triggered, and that the Run Book
Action successfully posted to PowerFlow.

3. Inthe "Add/Update Incident action" pane, locate the PowerFlow run ID, which is the first six or seven

characters of the "isapp" integration ID associated with that run of the integration. For example: isapp-
a7805e58.

4. Inthe PowerFlow user interface, go to the Applications page and open the "Create or Update ServiceNow
Incident from SL1 Event' application.

5. Click the [Timeline] button ) to locate the run that contains the PowerFlow run ID associated with that
run of the integration (from step 3, above).

6. Click [View Run] for that run on the Timeline and review the logs in the Step Log panel to see where the
application failed.
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What if my Incident does not have a CI?

For an incident with an active event:

1. InSL1, go to the [Events Console] (classic user interface) or the Events page (new user interface) and
locate the event that was created.

)

* Inthe SL1 userinterface, click the [Actions] button ( for that event and select View Automation

Actions.
* Inthe Classic user interface, click the View Notification Log mailbox icon (@) for that event.
The Event Actions Log window appears

2. On the Event Actions Log window, locate the PowerFlow run ID, which is the first six or seven characters of
the "isapp" integration ID associated with that run of the integration. For example: isapp-a7805e58.

3. Inthe PowerFlow user interface, go to the Applications page and open the application that used that run.

4. Review the Step Log and confirm that the device class was mapped in the "Sync Devices from SL1 to
ServiceNow" application.

5. Confirm that the "Sync Devices from SL1 to ServiceNow" application is running at least every 24 hours, and
that the "Sync Devices from SL1 to ServiceNow" application has run within 24 hours of that event sync run.

What if the PowerFlow user interface is unresponsive and Incidents
are not being generated in ServiceNow?
If the PowerFlow user interface is unresponsive, and Incidents are not being generated in ServiceNow, this might

mean that during the deployment process, a change to the firewall rules for monitoring broke the ingress network
for Docker.

To address this issue, run the following command to restart Docker every time you make a firewall or network
configuration change:

systemctl restart docker

Why are Incident numbers not populated in SL1 on Incident creation
in ServiceNow?
If an incident exists in ServiceNow, but incident data is not getting back to SL1, first make sure that the "Sync

Incident Details from ServiceNow to SL1 Events" PowerFlow application was set up on a schedule. Next, run the
application in Debug mode and view the step logs as needed to further troubleshoot the issue.

Why am | not getting any Incidents after disabling the firewall?

If you disabled the firewall to enable SNMP monitoring on PowerFlow, but were not able to connect, you should
add the additional rule you need.
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