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Chapter

Introduction

Overview

This manual describes how to use the automation policies, automation actions, and custom action types found in
the Linux SSH Automation PowerPack.

This PowerPack requires a subscription to one of the following solutions:

o Datacenter Automation Pack

e 2020 Sciencelogic Standard solution

NOTE: Sciencelogic provides this documentation for the convenience of Sciencelogic customers. Some of
the configuration information contained herein pertains to third-party vendor software that is subject fo
change without notice to Sciencelogic. Sciencelogic makes every attempt to maintain accurate
technical information and cannot be held responsible for defects or changes in third-party vendor
software. There is no written or implied guarantee that information contained herein will work for all
third-party variants. See the End User License Agreement (EULA) for more information.

This chapter covers the following topics:

What is the Linux SSH Automation PowerPacke ... .. 4

Installing the Linux SSH AutomationPowerPack .. ... L 4



What is the Linux SSH Automation PowerPack?

The Linux SSH Automation PowerPack includes automation policies that:

o Enrich SL1 events for Linux devices (for example, from the Linux Base Pack PowerPack and native
SNMP collection) by automatically running diagnostic commands via a remote SSH connection. The
command output is added to the SL1 event log or associated incident. Supported events include CPU, swap,
file system, interface, and system process issues.

o Run remediation commands via a remote SSH connection in response to SL1 system process events for Linux
devices in the "Linux Automation" device group.

The Linux SSH Automation actions are executed on the SL1 All-In-One Appliance or Data Collector.
In addition to using the standard content, you can use the content in the Linux SSH Automation PowerPack to:

« Create your own automation policies that include the pre-defined actions that run different sets of diagnostic

commands.

o Use the supplied “Execute Shell Commands” custom action type to configure your own automation action by
supplying a set of commands fo be executed via SSH.

Installing the Linux SSH AutomationPowerPack

Before completing the steps in this manual, you mustimport and install the latest version of the Linux
SSH Automation PowerPack.

IMPORTANT: You must install the Datacenter Automation Utilities PowerPack before using the Linux SSH
Automations PowerPack.

NOTE: The Linux SSH Automation PowerPack requires SL1 version 8.10.0 or later. For details on upgrading
SL1, see the appropriate SL1 Release Notes.

TIP: By default, installing a new version of a PowerPack overwrites all content from a previous version of that
PowerPack that has already been installed on the target system. You can use the Enable Selective
PowerPack Field Protection setting in the Behavior Settings page (System > Settings > Behavior) to
prevent new PowerPacks from overwriting local changes for some commonly customized fields. (For
more information, see the System Administration manual.)

To download and install a PowerPack:

1. Download the PowerPack from the Sciencelogic Support Site.

2. Gotothe PowerPack Manager page (System > Manage > PowerPacks).

3. Inthe PowerPack Manager page, click the [Actions] button, then select Import PowerPack.
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4. The Import PowerPack dialog box appears:

Import PowerPack™

|Browse forfile... | Browse... |
License: | |

5. Click the [Browse] button and navigate to the PowerPack file.

6. When the PowerPack Installer modal appears, click the [Install] button to install the PowerPack.

NOTE: If you exit the PowerPack Installer modal without installing the imported PowerPack, the imported
PowerPack will not appear in the PowerPack Manager page. However, the imported PowerPack
will appear in the Imported PowerPacks modal. This page appears when you click the [Actions]
menu and select Install PowerPack.

TIP: [f you will have the Linux Base Pack PowerPack installed and are monitoring your Linux devices, no other
configuration is necessary. The automation policies in the Linux SSH Automation PowerPack will run in
response to aligned events.

Installing the Linux SSH AutomationPowerPack



Chapter

2

Linux SSH Automation Policies

Overview

This chapter describes how to use the automation policies, automation actions, and custom action types found in
the Linux SSH Automation PowerPack.

This chapter covers the following topics:

Standard Automation Policies . . . . ... ... 7



Standard Automation Policies

The Linux SSH Automation PowerPack includes eight standard automation policies and a "Linux Automation"
device group. Each policy triggers an automation action that collects diagnostic data or runs a remediation
command over SSH for events associated with devices in the "Linux Automation" device group, and an action that
formats the output. All of the automation actions use the same custom action type, "Execute Shell Commands",
which is supplied in the PowerPack.

Editing PowerPack™ ~ Linux S5H Automations

v Manags PowerPack™ Embedded Run Book Policies [8]
Properties Automaten Folicy Name © D “Fosey State. Organezation Devices Events  Actions Edieagy Last Edited
Build / Export m v ol v Al v
Features / Benefits 1. B Linux SSH:llicit Process Remediation 127 Enabled  System Al 1 2 em7admin 20194217 115929 g
Technical Netes 2. B Linux SSH. Process Restart Remediation 126 Enabled  System All 1 2 em7admin 20191217 115929 g*
Documentatien 3. @ Linux SSH: Run CPU Diagaostic Commands. 123 Enabled  System A 3 2 emi7admin 20194217 11592 g

¥ Contents 4. Linux SSH: Run File System Diagnostic Commands 124 Enabled  System Al 2 2 em7admin 2019127 115929 g
Dynamic Applications 5. % Linux SSH: Run Interface ErrorDiscard Diagnostic Commands 120 Enabled  System Al 50 3 emi7admin 20164297 1:5920 g
Event Policies 6. Linux SSH: Run Interface Utiization Diagnostic Commands 128 Enabled  System [ 25 3 em7admin 20191217 115929 g
Device Gategories 7. 8 Linux SSH: Run Memory/Swap Diagnostic Commands 125 Enabled  System A 5 3 emi7admin 20191297 115929 g*
Device Classes 8. Linux SSH: Run System.Storage Diagnostic Commands 30 Enabled  System ] 1 2 em7admin 20191217 115929 g
Device Templates
Device Groups
Reports
Dashboard Widgsts
Dashboards Available Run Book Policies [1]
Dashboards SL1 -
o oot Poncies ‘utomaton Poiiy Nams ~ o . sz fatons otz . '
Run Book Actions

1. Email for CPU 100 120 Enabled  System 2 5 1 em7admin 2019-11:27 084534 /.

Run Book Action Types
Ticket Templates
Credentials

Credential Tests

Proxy XSL
Transformations

Ul Themes
IT Services

Log File Monitoring
Folicies

AP Content Objects

All of the standard automation policies are tied to included SL1 events generated by:

« Dynamic Applications from the Host Resources PowerPack
« Dynamic Applications from the Net-SNMP PowerPack
« Dynamic Applications from the Linux Base PowerPack
« Interface collection
o File System Collection
o System Process Monitoring Policies
Several of the automation actions use the substitution character feature of the “Execute Shell Commands” custom

action type. If an event variable is included in a command (such as "%Y" for the sub-entity name), the custom
action type automatically replaces that variable with the value from the triggering event.

The following table shows the standard automation policies, their aligned events, the aligned device group, and
the automation actions that runs in response to the events.

NOTE: The aligned events are included as part of this PowerPack and are not installed with the SL1 platform.
You must install the PowerPack to obtain these events.
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Automation Policy
Name

Aligned Events

Aligned
Device
Group

Automation Action

Diagnostic Commands

Interface inbound
discards has exceeded
the Falling-High
threshold

Interface inbound
discards has exceeded
the Falling-Low threshold

Interface inbound
discards has exceeded
the Falling-Medium
threshold

Interface inbound
discards has exceeded
the Rising-High threshold

Interface inbound
discards has exceeded
the Rising-Low threshold

Linux SSH: lllicit Poller: lllicit process Linux Linux lllicit Process Remediation
Process Remediation running Automation Datacenter Avtomation: Format
Output as HTML
Linux SSH: Process Poller: required process |Linux Linux Process Restart Remediation
Restart Remediation not running Automation Datacenter Automation: Format
Output as HTML
Linux SSH: Run CPU Linux SSH: CPU Linux Linux CPU Diagnostic Commands
Diagnostic Commands u};nllzi‘rlcTcr; above Automation Datacenter Automation: Format
fhresho Output as HTML
Net-SNMP: CPU has
exceeded threshold
Host Resource: CPU has
exceeded threshold
Linux SSH: Run File Linux SSH: File System Linux Linux File System Diagnostic
System Diagnostic over usage threshold Automation Commands
Commands Poller: File system usage Datacenter Automation: Format
exceeded (critical) Output as HTML
threshold
Poller: File system usage
exceeded (major)
threshold
Linux SSH: Run Poller: Interface reporting | Linux Linux Interface Error/Discard
Interface Error/Discard discards Automation Diagnostic Commands

Datacenter Automation: Format
Output as HTML

Standard Automation Policies




Aligned
Aligned Events Device Automation Action
Group

Automation Policy

Name

e Interface inbound
discards has exceeded
the Rising-Medium
threshold

o Inferface inbound
discards percentage has
exceeded the Falling-

High threshold

o Interface inbound
discards percentage has
exceeded the Falling-
Low threshold

o Interface inbound
discards percentage has
exceeded the Falling-
Medium threshold

o Inferface inbound
discards percentage has
exceeded the Rising-High
threshold

o Interface inbound
discards percentage has
exceeded the Rising-Low

threshold

o Interface inbound
discards percentage has

exceeded the Rising-
Medium threshold

e Interface outbound
discards has exceeded
the Falling-High
threshold

« Interface outbound
discards has exceeded
the Falling-Low threshold

e Interface outbound
discards has exceeded
the Falling-Medium
threshold

9 Standard Automation Policies



Aligned
Aligned Events Device Automation Action
Group

Automation Policy

Name

e Interface outbound
discards has exceeded
the Rising-High threshold

e Interface outbound
discards has exceeded
the Rising-Low threshold

e Interface outbound
discards has exceeded
the Rising-Medium
threshold

o Interface outbound
discards percentage has
exceeded the Falling-
High threshold

o Inferface outbound
discards percentage has
exceeded the Falling-
Low threshold

o Inferface outbound
discards percentage has
exceeded the Falling-
Medium threshold

e Interface outbound
discards percentage has
exceeded the Rising-High
threshold

o Inferface outbound
discards percentage has
exceeded the Rising-Low

threshold

o Interface outbound
discards percentage has
exceeded the Rising-
Medium threshold

e Interface inbound errors
has exceeded Rising-
Medium threshold

e Interface inbound errors

has exceeded the
Falling-High threshold

Standard Automation Policies 10



Automation Policy Aligned

Name

Aligned Events Device Automation Action
Group

e Interface inbound errors
has exceeded the
Falling-Low threshold

o Interface inbound errors
has exceeded the
Falling-Medium
threshold

o Inferface inbound errors
has exceeded the Rising-

High threshold

o Interface inbound errors
has exceeded the Rising-
Low threshold

o Inferface inbound errors
percentage has
exceeded the Falling-
High threshold

o Inferface inbound errors
percentage has
exceeded the Falling-
Low threshold

e Interface inbound errors
percenfage has
exceeded the Falling-
Medium threshold

e Interface inbound errors
percentage has
exceeded the Rising-High
threshold

o Inferface inbound errors
percenfage has
exceeded the Rising-Low

threshold

o Inferface inbound errors
percentage has
exceeded the Rising-
Medium threshold

o Interface outbound errors

has exceeded the
Falling-High threshold

11 Standard Automation Policies



Automation Policy
Name

Aligned Events

Interface outbound errors
has exceeded the
Falling-Low threshold

Interface outbound errors
has exceeded the
Falling-Medium
threshold

Interface outbound errors
has exceeded the Rising-

High threshold

Interface outbound errors
has exceeded the Rising-
Low threshold

Interface outbound errors
has exceeded the Rising-
Medium threshold

Interface outbound errors
percentage has
exceeded the Falling-

High threshold

Interface outbound errors
percentage has
exceeded the Falling-
Low threshold

Interface outbound errors
percentage has
exceeded the Falling-
Medium threshold

Interface outbound errors
percentage has
exceeded the Rising-High
threshold

Interface outbound errors
percentage has
exceeded the Rising-Low

threshold

Interface outbound errors
percentage has

exceeded the Rising-
Medium threshold

Poller: Interface reporting
packet errors

Automation Action

Standard Automation Policies
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Automation Policy
Name

Linux SSH: Run
Interface Utilization
Diagnostic Commands

Aligned Events

Poller: Bandwidth usage
exceeded threshold

Interface inbound usage
percentage has
exceeded the Falling-
High threshold

Interface inbound usage
percentage has
exceeded the Falling-
Low threshold

Interface inbound usage
percenfage has
exceeded the Falling-
Medium threshold

Interface inbound usage
percentage has
exceeded the Rising-High
threshold

Interface inbound usage
percenfage has
exceeded the Rising-Low

threshold

Interface inbound usage
percentage has
exceeded the Rising-
Medium threshold

Interface inbound usage

rate has exceeded the
Falling-High threshold

Interface inbound usage
rate has exceeded the
Falling-Low threshold

Interface inbound usage
rate has exceeded the
Falling-Medium
threshold

Interface inbound usage
rate has exceeded the
Rising-High threshold

Interface inbound usage
rate has exceeded the
Rising-Low threshold

Aligned
Device
Group
Linux
Automation

Automation Action

o Automation Utilities: Calculate
Memory Size for Each Action (from
the Datacenter Automation Utilities
PowerPack)

e Linux Interface Utilization
Diagnostic Commands

o Linux Tcpdump Command

¢ Datacenter Automation: Format
Output as HTML

Standard Automation Policies



Automation Policy
Name

Aligned Events

Interface inbound usage
rate has exceeded the
Rising-Medium threshold

Interface outbound usage
percentage has

exceeded the Falling-
High threshold

Interface outbound usage
percenfage has
exceeded the Falling-
Low threshold

Interface outbound usage
percentage has
exceeded the Falling-
Medium threshold

Interface outbound usage
percentage has
exceeded the Rising-High
threshold

Interface outbound usage
percentage has
exceeded the Rising-Low

threshold

Interface outbound usage
percentage has
exceeded the Rising-
Medium threshold

Interface outbound usage
rate has exceeded the
Falling-High threshold

Interface outbound usage
rate has exceeded the
Falling-Low threshold

Interface outbound usage
rate has exceeded the
Falling-Medium
threshold

Interface outbound usage

rate has exceeded the
Rising-High threshold

Automation Action

Standard Automation Policies
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Automation Policy Aligned

Name

Aligned Events Device Automation Action
Group

e Interface outbound usage
rate has exceeded the
Rising-Low threshold

o Interface outbound usage
rate has exceeded the
Rising-Medium threshold

Linux SSH: Run e Linux SSH: Swap usage | Linux « Automation Utilities: Calculate

Memory/Swap above threshold Automation Memory Size for Each Action (from

Diagnostic Commands « Net-SNMP: Swap has ’rh? .[')ofocenferAufomoﬁon
UtilitiesPowerPack)

exceeded threshold

« Host Resource: Swap o Linux Memory/Swap Diagnostic

Memory has exceed Commands
threshold o Linux Memory Dmidecode
o Host Resource: Physical Command
Memory has exceeded o Datacenter Automation: Format
threshold Output as HTML
o Net-SNMP: Physical
Memory exceeded
threshold
Linux SSH: Run o Linux SSH: File System Linux o Linux System-Storage Diagnostic
System-Storage over usage threshold Automation Commands

Diagnostic Commands « Datacenter Automation: Format

Output as HTML

The following figure shows a file system usage threshold exceeded event with major criticality on the Events page.
Click the [Actions] button ( =) for an event, and select View Automation Actions to see the automation actions
triggered by the events.
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Events

Q Type to search events

1 19 7 o
Critical Major Minor Notice

Healthy

Jude.Evans-Mccarthy v

2 29 Events
View All

ANY: linux

o ORGANIZATION SEVERIT... NAME MESSAGE AGE TICKETL.. CO.. EVENT NO... MASKED EVENTS
~ System @ Major ec2-18-217-11 Linux File System /dev/loopl : /sn... 12 days 11 3172 @, Masked
v Linux Devices @ Major 1022431 Linux File System /dev/mapper/ce... 12 days 1! 3179 @ Masked
v Linux Devices @ Major 1022430  /:File system usage exceeded maj... 6days181 5 647
~ System @ Major £c2-18-217-11 Linux File System /dev/loop0 : /sn... & days 1546
~ Linux Devices Minor 1022430  App: 1551, Snippet: 1939 reporte... 1 hour 491 3
v Linux Devices @ Healtt 1022430  Network Latency below threshold & minutes 1

v View
= o
~
ACKNOWLEDGE CLEAR =
v Acknowledge % Clear -
v Acknowledge % Clear

le [l e || el

« Acknowledge | ‘ x Clear ‘ B

View Event

Edit Event Note

Create External Ticket

Align External Ticket

View Automation Actions

View Event Policy

Suppress Event for this Device

The results shown for this event, in the Event Actions Log, include the automation policy that ran (shown at the top of

the following figure), along with the automation actions (commands) that ran. Results for each command are also

displayed. The following figure shows an example of this output.

ket Editor | Active Ticket [5] ew Reset
Event Actions Log | For Event [20545]
L )
2019-12-10 21:01:49 =
Automation Policy Linux SSH: Run File System Diagnostic Commands action Linux File System Diagnostic Commands with HTML Qutput ran Successfully
Message CustomActionType (427) executed without incident
Result"Enrichment Command Oufput
Ccommand: df -h
df -
Filesystem Size Used Avail Use% Mounted on
udev 7270 @ 727M fdev
tmpfs 158M  4.6M  146M 4% Srun
/dev/mapper/hcl--ubuntu--3@--vg-root 286 2.26 256 9% /
tmpfs 748N @ 7484 8% fdev/shm
tmpfs 5.8M @ 5.ed eX /frun/lock
tmpfs 748N @ 748M eX /sys/fs/cgroup
Jdev/sdal 472M 158M 29@M 36% /boot
tmpfs 158M @ 15eM 8% /run/user/l2ee
command: find / -type f -exec du /home -sh {} + 2> fdev/null | sort -rh | head -28
find / -type f -exec du /home -Sh {} + 2> /dew/null | sort -rh | h
<exec du /home -sh {} + 2> fdev/null | sort -rh | he ad -20
434 Jvar/cache/apt/srcpkgeache.bin
49 Jvarfcache/apt/pkgcache.bin
EEU) Jvarflib/apt/1ists/us.archive.ubuntu.com_ubuntu_dists_xenial_universe_binary-i38é_Packages
48M Jvarslib/apt/1ists/us.archive.ubuntu. com_ubuntu_dists_xenial_universe_binary-amde4_Packages
8w /boot/initrd.img-4.4.8-170-generic
420 /boot/initrd.img-4.4.8-169-generic
38M Jvar/log/wtmp.1
EV] /boot/initrd.img-4.4.8-62-generic
25M Jusr/lib/x86_g4-1inux-gnu/libicudata.so.55.1
23M Jvar/1lib/apt/1ists/us.archive.ubuntu. com_ubuntu_dists_xenial_universe_il18n_Translation-en
14M Jvarflog/installer/cdebconf/templates.dat
12M Jvarflog/wtmp
11M Jusr/bin/Lxd
2.8M Jvar/log/auth.log.1
7.8M Jusr/bin/Lxc
7.3M Jvar/lib/apt/lists/us.archive.ubuntu.com_ubuntu_dists_xenial-updates_main_binary-amdes_Packages
7.eM Jboot/vmlinuz-4.4.0-17@-generic
7.8M Jboot/vmlinuz-4.4.@-163-generic
6.3M Jvar/1lib/apt/1ists/us.archive.ubuntu. com_ubuntu_dists_xenial_main_binary-i386_Packages
6.9M Jvar/lib/apt/1ists/us.archive.ubuntu. com_ubuntu_dists xenial main_binary-amded Packages -

Standard Automation Policies
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To learn more about which commands are executed by default for a given automation action, see Customizing
Actions.

TIP: Although you can edit the automation policies described in this section, it is a best practice to use "Save
As" fo create a new automation policy, rather than to customize the standard automation policies.
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Chapter

Configuring Device Credentials

Overview

This chapter describes how to configure the credentials required by the automation actions in the Linux
SSH Automation PowerPack.

NOTE: Ifyou already have the Linux Base Pack PowerPack installed and monitoring your Linux devices, you
do not need to configure an additional credential.

This chapter covers the following topics:

Authentication for Linux Devices with the Linux SSH Automations PowerPack ... ... ... .. __....... 19

Creating a Credential ... ... 19

NOTE: Sciencelogic provides this documentation for the convenience of Sciencelogic customers. Some of
the configuration information contained herein pertains to third-party vendor software that is subject fo
change without notice to Sciencelogic. Sciencelogic makes every attempt to maintain accurate
technical information and cannot be held responsible for defects or changes in third-party vendor
software. There is no written or implied guarantee that information contained herein will work for all
third-party variants. See the End User License Agreement (EULA) for more information.

18



Authentication for Linux Devices with the Linux SSH
Automations PowerPack

The "Execute Shell Commands" custom action type supports hard-coded credentials (wherein you specify the ID of
a credential in the automation action), or the custom action type can dynamically determine the credential to use.
By default, the automation actions use the dynamic method (by specifying credential ID O in the input parameters).
The dynamic method uses the first credential that matches the following rules:

o [fthe "Linux: Configuration Cache" Dynamic Application (from the Linux Base Pack PowerPack) is aligned to
the device associated with the triggering event, the credential aligned to that Dynamic Application is used.

o Ifthe "Linux: Performance Cache" Dynamic Application (from the Linux Base Pack PowerPack) is aligned to
the device associated with the triggering event, the credential aligned to that Dynamic Application is used.

o Ifneither of the listed Dynamic Applications is aligned to the device associated with the triggering event, the
first available SSH/Key credential aligned to the device as a secondary credential is used.

Creating a Credential

NOTE: Ifyou already have the Linux Base Pack PowerPack installed and monitoring your Linux devices, you
do not need to configure an additional credential.

If you do not have the Linux Base Pack PowerPack installed, you must create an SSH credential that includes the
username and password, or username and private key, combination to communicate with your Linux devices.

To create a credential:

1. Gotothe Credential Management page (System > Manage > Credentials).
2. Click [Actions] and select Create SSH/Key credential. The Create New SSH/Key Credential page appears.
3. Supply values in the following fields:

o Credential Name. Enter a name for the credential.

o Hostname/IP. Hosthame or IP address of the device from which you want to retrieve data.

o You can include the variable %D in this field. SL1 will replace the variable with the IP address of
the current device (device that is currently using the credential).

o You can include the variable %N in this field. SL1 will replace the variable with hostname of the
current device (device that is currently using the credential). If SL1 cannot determine the
hostname, SL1 will replace the variable with the primary, management IP address for the
current device.

o Port. To use SSH to connect to the device, enter "22" in this field.
o Timeout(ms). Enter a timeout, in milliseconds, for the connection.

o Username. Enter the username for an SSH user or user account on the device to be monitored.

19 Authentication for Linux Devices with the Linux SSH Automations PowerPack



o Password. Enter the password for the user you entered in the Username field.

o Private Key (PEM Format). Enter the SSH private key that you want SL1 to use, in PEM format.
4. Click [Save].

1. Gotothe Credential Management page (System > Manage > Credentials).

2. Click [Actions] and select Create SSH/Key credential. The Create New SSH/Key Credential page appears.

3. Supply values in the following fields:

(o]

o

o

o

Credential Name. Enter a name for the credential.
Hostname/IP. Hostname or IP address of the device from which you want fo retrieve data.

o You can include the variable %D in this field. SL1 will replace the variable with the IP address of
the current device (device that is currently using the credential).

e You can include the variable %N in this field. SL1 will replace the variable with hostname of the
current device (device that is currently using the credential). If SL1 cannot determine the
hostname, SL1 will replace the variable with the primary, management IP address for the
current device.

Port. To use SSH to connect to the device, enter"22" in this field.
Timeout(ms). Enter a timeout, in milliseconds, for the connection.
Username. Enter the username for an SSH user or user account on the device to be monitored.

Password. Enter the password for the user you entered in the Username field.

Private Key (PEM Format). Enter the SSH private key that you want SL1 to use, in PEM format.

4. Click [Save].

For more information about configuring credentials in SL1, see the Discovery and Credentials manual .

Creating a Credential 20



Chapter

Creating and Customizing Automation Policies

Overview

This chapter describes how to create automation policies using the automation actions in the Linux
SSH Automation PowerPack.

This chapter covers the following topics:

PrereqUISITS L 22
Creating an Automation POliCy ... ... . 22
Example Automation Configuration ... ... 25
Customizing an Automation Policy ... . .. 26

Removing an Automation Policy from a PowerPack ... . . ... 28

21



Prerequisites

Before you create an automation policy using the automation actions in the Linux SSH Automation PowerPack, you
must determine:

o Which set of commands you want to run on a monitored device when an event occurs. There are eight
automation actions in the PowerPack that run the "Execute Shell Commands" action type with different
commands and output formats. You can also create your own automation actions using the custom action
type supplied in the PowerPack.

o What event criteria you want to use to determine when the automation actions will trigger, or the set of rules
that an event must match before the automation is executed. This can include matching only specific event
policies, event severity, associated devices, and so on. For a description of all the options that are available in
Automation Policies, see the Run Book Automation manual.

Creating an Automation Policy

To create an automation policy that uses the automation actions in the Linux SSH Automation PowerPack, perform
the following steps:

1. Gotothe Automation Policy Manager page (Registry > Run Book > Automation).

22 Prerequisites



2. Click [Create]. The Automation Policy Editor page appears.

Automation Policy Editor | Editing Automation Policy [46]

Palicy Mams Palicy Type Palicy State Palicy Priorty Crganization
| Linux S8H: Run CPU Diagnostic Comman| | [ Active Events | “ | |[Enabled w | |[Default] ~ | |[System] v |
Crteria Logic Match Logic Match Syntax
[[2everity==]1 | [ Minor,] w | [[Textsearch] | | |
| [ @d no 1|n'|-e has elapsed | w | Repeat Time Align With
| [ since the first occurrence, | v | [ only once | w | | [ Device Groups | v |

| [ and event is NOT cleared |
| [ and all times are valid ]

& | D Include events for entities other than devices (organizations, assets, et

b
Trigger an Child Rallup
Available Device Groups Aligned Device Groups
[ | Linux Automation a
IPv4 Devices a
IPv6 Devices - -
Lfirrosnft HunerA &itomnatinn
Available Events Aligned Events

k

| |n [3461] Major: Linux 88H: GPU uiilization above treshold
[527] Minar: Host Resource: CPU has exceeded threshold

[2007] Critical: AKCP: AC Voltage sensor detects no current . .

[20186] Critical: AKCP: DC Voltage sensor High Critical [4458] Minor: Met-SNMP: CPU has exceseded threshold

[0 Coritical- KD DC Vinltans asnenr | oo Critieel] M -
Available Actions Aligned Actions

| |! 1. Execute Commands via 32H [100]; Linux CPU Diag -
SHIMP Trap [1]: SL1 Event Trap N 2_Snippet [5]: Datacenter Automation: Format Cuiput

Snippet [5]: Automation Utilities: Calculate Memory Size for - - I.
Cninnet [5]- SWS- Misshls Instanm~e By Tan =

save

3. Com

Creating an Automation Policy

plete the following required fields:
Policy Name. Enter a name for the automation policy.

Policy Type. Select whether the automation policy will match events that are active, match when
events are cleared, or run on a scheduled basis. Typically, you would select Active Events in this field.

Policy State. Specifies whether the policy will be evaluated against the events in the system. If you
want this policy to begin matching events immediately, select Enabled.

Policy Priority. Specifies whether the policy is high-priority or default priority. These options determine
how the policy is queued.

Organization. Select one or more organizations to associate with the automation policy. The
automation policy will execute only for devices in the selected organizations (that also match the other
criteria in the policy). To configure a policy to execute for all organizations , select System without
specifying individual devices to align to.

Align With. Select Device Groups.
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« Aligned Device Groups. The "Linux Automation" device group needs to be aligned. To add the
device group to the Aligned Device Groups field, select the "Linux Automation" device group in the
Available Device Groups field and click the right arrow (>>).

« Aligned Actions. This field includes the actions from the Linux SSH AutomationPowerPack. To add an
action to the Aligned Actions field, select the action in the Available Actions field and click the right
arrow (>>). To re-order the actions in the Aligned Actions field, select an action and use the up
arrow or down arrow buttons to change that action's position in the sequence.

NOTE: You must have at leasttwo Aligned Actions: one that runs the automation action and
one that provides the output format. The actions providing the output formats are
contained in the Datacenter Automation Utilities PowerPack, which is a prerequisite for
running automations in this PowerPack.

NOTE: If you are selecting multiple collection actions that use the "Execute Shell Commands"
action type, you may want to include the “Calculate Memory Size for Each Action”
automation action, found in the Datacenter Automation Ultilities PowerPack, in your
automation policy.

4. Optionally, supply values in the other fields on this page to refine when the automation will trigger.
5. Click [Save].

NOTE: You can also modify one of the automation policies included with this PowerPack. Best practice
is o use the [Save As] option fo create a new, renamed automation policy, instead of
customizing the standard automation policies. For more information, see Customizing an
Automation Policy.

NOTE: If you modify one of the included automation policies and save it with the original name, the
customizations in that policy will be overwritten when you upgrade the PowerPack unless you
remove the association between the automation policy and the PowerPack before upgrading.
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Example Automation Configuration

The following is an example of an automation policy that uses the automation actions in the Linux

SSH Automation PowerPack:

Automation Policy Editor | Editing Automation Policy [46]

Palicy Mame

Palicy Type

Policy Stats Palicy Priarity Organization

| Linux 32H: Run My CPU Diagnostic Commar| | [ Active Events ]

| [[Enabled] w | |[Default] | [[System] w |

| [ and al times are valid ]

Trigger on Child Rallup

b

Criteria Logic IMatch Logic Match Syntax
|1 severity==1  w|[Mincr,] | [[Temsearcn]  w| | |
| [a.nd no Iirnle [EBEE == ~ | Repeat Time Align With
| [ since the first occurrence, ] | ([Oriy once ] | [[Device Groups] v
| [ and event is NOT cleared ] v |

~ | D Include evenis for entities other than devices (organizations, assets, eic.)

Available Device Groups

Aligned Device Groups

1Pv4 Devices
IPvE Devices
Microsoft Hyper-\' Automation

-

-

Linux Automation -

Ayailable Events

Aligned Events

| Example

[5238] Major: Example Major Event
[53048] Major: Example Wiiware Event
[22349] Minor. Example Minor Event

4.

[4474] Major. Example Linux CPU Event -
[3461] Major: Linux 38H: CPU utilization above threshaold
[527] Minor: Host Resource: CPU has exceeded threshold
[4458] Minor: MNet-SNMP: CPU has exceeded threshold

Ayailable Actions

Aligned Actions

SMNMP Trap [1]: £L1 Event Trap

Snippet [3]: AWS: Disable Instance By Tag

Snippet [5]: Automation UHilities: Calculate Memory Size for Each

An
vn

1. Execuie Commands via 33H [100]: Linux CPU Diagnosti . | |8
2. Snippet [3]: Datacenter Automation: Format Output as HT T

a

Save As

The policy uses the following settings:

o Policy Name. The policy is named "Linux SSH: Run My CPU Diagnostics".

Policy Type. The policy runs when an event is in an active state. Active Events is selected in this field.

o Policy State. Enabled is selected in this field. This policy is active and ready to use.

« Organization. The policy executes for the Linux Devices organization.

« Criteria Logic. The policy is configured to execute immediately when an event matches these criteria:

"Severity >= Notice, and no time has elapsed since the first occurrence, and event is NOT cleared, and all

times are valid".

« Aligned With. The policy is configured to align with devices in the selected device group.

Example Automation Configuration
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« Aligned Device Groups. The policy is configured to trigger for devices in the "Linux Automation" device

group.

« Aligned Events. The policy is configured to trigger only when the following events are triggered:

o

o

o

o

o

Maijor: Example Linux CPU Event

Maijor: Linux SSH: CPU utilization above threshold
Minor: Host Resource: CPU has exceeded threshold
Minor: Net-SNMP: CPU has exceeded threshold
Notice: F5: BIG-IP: CPU fan speed signal not received

« Aligned Actions. The automation includes the following actions. This action allows you to view the output of

the diagnostic commands in the Automation Log, accessed through the SL1Events page:

o

o

Execute Commands via SSH: Linux CPU Diagnostic Commands

Snippet [5]: Datacenter Automation: Format Output for ServiceNow Non-Scoped

Customizing an Automation Policy

To customize an automation policy:

1. Go to the Automation Policy Manager page (Registry > Run Book > Automation).
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2. Search for the Linux SSH Automation automation policy you want to edit and click the wrench icon (P) for

that policy . The Automation Policy Editor page appears:

Automation Policy Editor | Editing Automation Policy [46]

Palicy Mame Palicy Type Palicy State Palicy Priorty Crganization
Linux 8SH: Bun CPU Diagnostic Comman | | [ Active Events | ~ | |[Enabled » | |[Default] ~ | |[System] |
Criteria Logic Match Logic Match Syntax
[Severity =1  w | [ Miner, ] w | | [Textsearch] w | | |
[ and no time has slapsed *) Repeat Time Align With
[ since the first occurrence, | V| |[Onl:.r|:|n|::e] v| |[Dwic:&Gn:nups] Vl

[ and event is NOT cleared |

[ and all times are valid ]

b

Trigger on Child Rallup

& | D Include everits for entities other than devices (arganizations, assets, ec.)

Available Device Groups

Aligned Device Groups

IPv4 Devices
IPv6 Devices

Idirrnsnft Huner-A" Antrmnatinn

Y

-

Linux Automation

Available Events

Aligned Events

|
[3007] Critical: AKCP: AC Voltage sensor detects no current .

itimal

[34581] Major: Linux SSH: CPU utilization above threshold
[327] Minor: Host Resource: CPU has exceeded threshold
[4458] Minor: Met-SMNMP: CPU has exceeded threshold

k

[3075] Critical: AXCP: DC Voltage ssnsor High Critical = .

Available Actions

Aligned Actions

SMMP Trap [1]: SL1 Event Trap

Snippet [5]: Automation Lhilities: Calculate Memory Size for
Sninnst [R]- WS- Nisahle Instanss Bu Tan

FY
v!

1. Execute Commands via SSH [100]: Linux CPLU Diag .
2. Snippet [5]: Datacenter Automation: Format Cuiput

3. Complete the following fields as needed:

Policy Name. Type a new name for the automation policy to avoid overwriting the default policy.

Policy Type. Select whether the automation policy will match events that are active, match when

events are cleared, or run on a scheduled basis. Typically, you would select Active Events in this field.

Policy State. Specifies whether the policy will be evaluated against the events in the system. If you

want this policy to begin matching events immediately, select Enabled.

Policy Priority. Specifies whether the policy is high-priority or default priority. These options determine

how the policy is queued.

Organization. Select the organization that will use this policy.

Customizing an Automation Policy
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« Aligned Actions. This field includes the actions from the Linux SSH Automation PowerPack. You
should see "Execute Commands via SSH" action in this field. To add an action to the Aligned Actions
field, select the action in the Available Actions field and click the right arrow (>>). To re-order the
actions in the Aligned Actions field, select an action and use the up arrow or down arrow buttons to
change that action's position in the sequence.

NOTE: You must have two Aligned Actions: one that runs the diagnostic or remediation
commands and one that provides the output format. The actions providing the output
formats are contained in the Datacenter Automation Utilities PowerPack, which is a
prerequisite for running Linux SSH automations.

NOTE: If you are selecting multiple collection actions that use the "Execute Shell Commands"
action type, you may want to include the “Calculate Memory Size for Each Action”
automation action, found in the Datacenter Automation Ultilities PowerPack, in your
automation policy.

4. Optionally, supply values in the other fields on the Automation Policy Editor page to refine when the
automation will trigger.

5. Click [Save As].

Removing an Automation Policy from a PowerPack

After you have customized a policy from a Linux SSH Automation PowerPack, you might want to remove that policy
from that PowerPack to prevent your changes from being overwritten if you update the PowerPack later. If you have
the license key with author's privileges for a PowerPack or if you have owner or administrator privileges with your
license key, you can remove content from a PowerPack.

To remove content from a PowerPack:
1. Gotothe PowerPack Manager page (System > Manage > PowerPacks).

2. Find the Linux SSH Automation PowerPack. Click its wrench icon ( a).

3. Inthe PowerPack Properties page, in the navigation bar on the left side, click Run Book Policies.

4. Inthe Embedded Run Book Polices pane, locate the policy you updated, and click the bomb icon (& ) for
that policy. The policy will be removed from the PowerPack and will now appear in the bottom pane.
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Chapter

Customizing Linux SSH Actions

Overview

This manual describes how to customize the automation actions embedded in the Linux
SSH Automation PowerPack to create automation actions to meet your organization's specific requirements.

For more information about creating automation policies using custom action types, see Creating and
Customizing Automation Policies.

This chapter covers the following topics:

Creating a Custom Action Policy .. .. . 30
Customizing Automation ACtiONS ... .. 32
Creating a New Linux SSH AUtomation ACHON ... ... . 34

29



Creating a Custom Action Policy

You can use the "Execute Shell Commands" action type included with the Linux SSH Automation PowerPack to
create custom automation actions that you can then use to build custom automation policies.
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To create a custom action policy using the "Execute Shell Commands" action type:

1. Navigate to the Action Policy Manager page (Registry > Run Book > Actions).
2. Inthe Action Policy Manager page, click the [Create] button.
3. The Action Policy Editor modal appears.

Action Editor x
Policy Editor | Creating New Action [ Reset |

Action Mame Action State
[Custom SSH Action Palicy | ([ Enabled] v
Description
( J
QOrganization Action Type
[I System] v | [ Send an Email Notification v

Send an Email Notification
Send an SNMP Trap

Email Subject Create a Mew Ticket
[65 Event: %M Send an SNMP Set
| Run a Snippet
Email Execute an SQL Query
Severity: %S Update an Existing Ticket
First Occurred: %D Send an AWS SNS message
Last Occurred: %d Execute Commands via SSH (1.0)
Jocurrences: A Make an HTTP Request (1.0)
Organization: %0 ServiceMow: Create, Update, Clear Incident (1.0)
Device: %X b
&
Available Emails Assigned Emails
em7admin: adming@sciencelogic.com - -

Save

4. Inthe Action Policy Editor page, supply a value in each field.

o Action Name. Specify the name for the action policy.

« Action State. Specifies whether the policy can be executed by an automation policy (enabled) or
cannot be executed (disabled).

« Description. Allows you to enfer a detailed description of the action.
« Organization. Organization fo associate with the action policy.

« Action Type. Type of action that will be executed. Select the "Execute Shell Commands" action type
(highlighted in the figure above).

« Execution Environment. Select from the list of available Execution Environments. The default
execution environment is System.

« Action Run Context. Select Database or Collector as the context in which the action policy will run.
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o Input Parameters. A JSON's

tructure that specifies each input parameter. Each parameter definition

includes its name, data type, and whether the input is optional or required for this Custom Action Type.

For more information about th
SSH Automation Action.

e available input parameters, see the table in Creating a New Linux

NOTE: Input parameters must be defined as a JSON structure, even if only one parameter is defined.

Name field, and save the current act

5. Click [Save]. If you are modifying an existing action policy, click [Save As]. Supply a new value in the Action

jon policy, including any edits, as a new policy.

Customizing Automation Actions

The Linux SSH Automation PowerPack includes 10 automation actions that use the "Execute Shell Commands"
action type fo request diagnostic information or remediate an issue. You can specify the host and the options in a
JSON structure that you enter in the Input Parameters field in the Action Policy Editor modal.

Action Editor x

Policy Editor | Editing Action [143]

Action Mame Action State
|Limux File System Diagnostic Commands | | [ Enabled ] v |
Description
|Runs diagnestic commands for File System events. |
Crganization Action Type

[ I System ]

¥ | Execute Commands via SSH (1.0) |

Execution Environment

Action Run Confext

| [ - Default: Linux SSH Automations ]

¥ | |[ Collector ] v

1

"write_password_after_command™:
“credential_id":

¥

"commands™: "{\"commands\":[\"df -h\", \"find %Y -type ¥ -exec du -5h {} + | sort -r

Input Parameters

£}

TR
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The following automation actions that use the "Execute Shell Commands" action type are included in the Linux
SSH Automation PowerPack. Compare the commands run with the example in the image above. For more
information about input parameter fields, see the table in Creating a New Linux SSH Automation Action.

Action Name

Linux CPU Diagnostic
Commands

Description

Runs diagnostic commands for CPU events

Commands Run

top -b -n 1

ps -eo
pid, ppid, $cpu, $mem, args

Linux File System
Diagnostic Commands

Runs diagnostic commands for File System events

--sort=-%cpu | head
e pidstat
e iostat -x 2 5
e dmesg | tail
e df -h

find / -type f -exec du
/home -Sh {} + 2>
/dev/null |
head -20

sort -rh |

Linux Illicit Process
Remediation

Collects a list of users logged in to the system and
sends a term signal to a Linux process.

sudo -S who

sudo -S kill %y

Linux Memory
Dmidecode Command

Runs the dmidecode command with the memory
option using sudo.

Linux Interface Runs diagnostic commands for Interface e ifconfig
Error/Discard Diagnostic | Error/Discard events « ethtool %Y
Commands
e dmesg | tail
e netstat -1
Linux Interface Runs diagnostic commands for Interface Utilization e ethtool %Y
Utilization Diagnostic events e netstat -plunt
Commands
e tcpdump -i %Y -c 100
e sudo -S dmidecode --

type memory

Linux Memory/Swap
Diagnostic Commands

Runs diagnostic commands for Memory/Swap
events

top -b -n 1

ps -eo
pid, ppid, $cpu, $mem, args
--sort=-%mem | head
swapon -summary

vmstat 2 5

dmidecode --type memory

dmesg | tail

Linux Process Restart
Remediation

Restarts a Linux service and collects service status
before and after the restart command.

sudo -S service %Y

status

sudo -S service %Y

start

Customizing Automation Actions
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Action Name Description

Commands Run

e sudo -S service %Y
status

Diagnostic Commands

Linux System-Storage | Runs diagnostic commands for File System events. e df -h

e find / -type £ -exec
du -Sh {} + | sort -rh

| head -n 20

e find / -type f -mmin -
10 -exec du -Sh {} + |
sort -rh | head -n 20

e find / -type d -exec
du -Sh {} + | sort -rh
| head -n 20

e find / -type d -mmin -
10 -exec du -Sh {} + |
sort -rh | head -n 20

Command

Linux Tcpdump Runs the fcpdump command using sudo. e sudo -S tcpdump -i %Y -

c 100

TIP: For more information about substitution variables, see Appendix A.

Creating a New Linux SSH Automation Action

You can create a new automation action that runs SSH commands using the supplied “Execute Shell Commands”
custom action type. To do this, select “Execute Shell Commands” in the Action Type drop-down list when you
create a new automation action. You can also use the existing automation actions in the PowerPack as a template

by using the [Save As] option.

The SSH automation actions accept the following parameters in JSON:

Paramter

commands

Input
fype

string

Description

Specifies a single command or a list of commands, in JSON
format, to execute. You can use substitution variables in the
commands.

write_password after command

boolean

Default value: False (0)

Setto True(1) if you know the automation must navigate a
password prompt after running the command. The
automation writes the password as a second input. This
navigates the password prompt for commands that require
sudo. Sudo commands run using this method must use the '-
S" flag.

Example: sudo -5 service nginx restart

credential_id

integer

Default value: 0
Specifies the credential id to use for the connection.
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Input
fype

Paramter Description

o lIfsetto O (false), the custom action type will
dynamically determine the credential. For more
information, see Authentication for Linux Devices.

o Ifsettoan ID number, it maps to the credential ID
specified. You can find credential IDs by going to
System > Manage > Credentials.

Using Substitution Values. The commands input can contain substitution values that match the keys in EM7
VALUES.

TIP: For more information about substitution variables, see Appendix A.

For a description of all options that are available in Automation Policies, see the Run Book Automation manual.

Customizing Automation Actions
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Chapter

Linux SSH User-Initiated Automations

Overview

This manual describes how to use the automation policies found in the Linux SSH User-Initiated Automation
PowerPack

This PowerPack requires a subscription to one of the following solutions:

o Datacenter Automation Pack

e 2020 Sciencelogic Standard solution

NOTE: Sciencelogic provides this documentation for the convenience of Sciencelogic customers. Some of
the configuration information contained herein pertains to third-party vendor software that is subject fo
change without notice to Sciencelogic. Sciencelogic makes every attempt to maintain accurate
technical information and cannot be held responsible for defects or changes in third-party vendor
software. There is no written or implied guarantee that information contained herein will work for all
third-party variants. See the End User License Agreement (EULA) for more information.

This chapter covers the following topics:

What is the Linux SSH User-Initiated Automation PowerPack? ... . .. . .. . .. . ... ... . ............. 37
Installing the Linux SSH User-Initiated Automation PowerPack ... ... .. ... .. ... ... .. ... .............. 37
Standard Automation Policies .. ... . il 38
Running a User Initiated Automation Policy . . il 43
44

Viewing Automation Actions for an Event il
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What is the Linux SSH User-Initiated Automation PowerPack?

The Linux SSH User-Initiated Automation PowerPack includes automation policies that you can use fo run Linux
diagnostic commands from the SL1 event console , using Event Tools. This PowerPack is supplemental to the Linux
SSH Automation PowerPack and is not meant for standalone use.

In addition to using the standard content, you can customize the automation policies, or you can create your own
automation policies using any available automation actions.

Installing the Linux SSH User-Initiated Automation PowerPack

Before completing the steps in this manual, you mustimport and install the latest version of the Linux
SSH Automation PowerPack and the Linux Base Pack PowerPack.

NOTE: The Linux SSH User-Initiated Automation PowerPack requires SL1 version 10.1.0 or later. For details
on upgrading SL1, see the appropriate SL1Release Notes.

WARNING: You must also install the Datacenter Automation Ultilities PowerPack, which provides the output
formats for the automation actions included in this PowerPack.

TIP: By default, installing a new version of a PowerPack overwrites all content from a previous version of that
PowerPack that has already been installed on the target system. You can use the Enable Selective
PowerPack Field Protection sefting in the Behavior Settings page (System > Settings > Behavior) to
prevent new PowerPacks from overwriting local changes for some commonly customized fields. (For
more information, see the System Administration manual.)

To download and install a PowerPack:

1. Download the PowerPack from the Sciencelogic Support Site.

Goto the PowerPack Manager page (System > Manage > PowerPacks).

In the PowerPack Manager page, click the [Actions] button, then select Import PowerPack.

AN

The Import PowerPack dialog box appears:

Import PowerPack™

|Browse forfile... | Browse. .

License: | |
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5. Click the [Browse] button and navigate to the PowerPack file.

6. When the PowerPack Installer modal appears, click the [Install] button to install the PowerPack.

NOTE: Ifyou exit the PowerPack Installer modal without installing the imported PowerPack, the imported
PowerPack will not appear in the PowerPack Manager page. However, the imported PowerPack
will appear in the Imported PowerPacks modal. This page appears when you click the [Actions]
menu and select Install PowerPack.

Standard Automation Policies

The Linux SSH User-Initiated Automation PowerPack includes standard automation policies that trigger automation
actions that will run Linux diagnostic commands from the SL1 event console.

The automation policies available in this release of the PowerPack are tied to included Sciencelogic SL1 events
generated by the Dynamic Applications from the Linux Base Pack PowerPack.

The automation policies are of Policy Type, "User Initiated". This means that for an event that matches the criteria,
you can run these automation policies from the Event Console.

For these automation policies to be visible from the Event Tools in the Event's drawer, the following three things
must be true between the event and the automation policy configuration:

« Organization. The organization associated with the event must match the organization configured in the
automation policy. Policies in the "System" organization match all organizations.

« Aligned Devices. The device for which the event is triggered must be configured as a Aligned Device in the
automation policy.

« Aligned Event. The event must match one of the Aligned Events configured in the automation policy.

The following table shows the automation policies, their aligned events, and the automation actions that run in
response to the events.

NOTE: The aligned events are included as part of the Linux Base Pack PowerPack and are not installed with
the SL1 platform. You must install the PowerPack o obtain these events.

Automation Policy Name Aligned Events Automation Action

Restart Process via SSH o Poller: required process not running o Linux Proces Restart
Remediations

o Datacenter
Automation: Format Output

as HTML
Run CPU Diagnostics o Linux SSH: CPU utilization above threshold « Linux CPU Diagnostic
(SSH) o Host Resource: CPU has exceeded Commands

threshold
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Automation Policy Name Aligned Events Automation Action

o Net-SNMP: CPU has exceeded threshold

Datacenter
Automation: Format Output
as HTML

Run File System
Diagnostics (SSH)

Poller: File system usage exceeded
(critical) threshold

Poller: File system usage exceeded (major)

threshold

Linux File System Diagnostic
Commands

Datacenter
Automation: Format Output
as HTML

Run Inferface
Error/Discard Diagnostics
(SSH)

Interface inbound discards has exceeded
the Falling-High threshold

Interface inbound discards has exceeded
the Rising-High threshold

Interface inbound discards percentage has
exceeded the Falling-High threshold

Interface inbound discards percentage has
exceeded the Rising-High threshold

Interface inbound errors has exceeded the
Falling-High threshold

Interface inbound errors has exceeded the
Rising-High threshold

Interface inbound errors percentage has
exceeded the Falling-High threshold

Interface inbound errors percentage has
exceeded the Rising-High threshold

Interface outbound discards has exceeded
the Falling-High threshold

Interface outbound discards has exceeded
the Rising-High threshold

Interface outbound discards percentage
has exceeded the Falling-High threshold

Interface outbound discards percentage
has exceeded the Rising-High threshold

Interface outbound errors has exceeded
the Falling-High threshold

Interface outbound errors has exceeded
the Falling-High threshold

Interface outbound errors percentage has
exceeded the Falling-High threshold

Interface outbound errors percentage has
exceeded the Rising-High threshold

Linux Interface Error/Discard
Diagnostic Commands

Datacenter
Automation: Format Output
as HTML
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Automation Policy Name Aligned Events Automation Action

Interface inbound discards has exceeded
the Falling-Medium threshold

Interface inbound discards has exceeded
the Rising-Medium threshold

Interface inbound discards percentage has
exceeded the Falling-Medium threshold

Interface inbound discards percentage has
exceeded the Rising-Medium threshold

Interface inbound errors has exceeded the
Falling-Medium threshold

Interface inbound errors has exceeded the
Rising-Medium threshold

Interface inbound errors percentage has
exceeded the Falling-Medium threshold

Interface inbound errors percentage has
exceeded the Rising-Medium threshold

Interface outbound discards has exceeded
the Falling-Medium threshold

Interface outbound discards has exceeded
the Rising-Medium threshold

Interface outbound discards percentage
has exceeded the Falling-Medium
threshold

Interface outbound discards percentage

has exceeded the Rising-Medium
threshold

Interface outbound errors has exceeded
the Falling-Medium threshold

Interface outbound errors has exceeded
the Falling-Medium threshold

Interface outbound errors percentage has
exceeded the Falling-Medium threshold

Interface outbound errors percentage has
exceeded the Rising-Medium threshold

Interface inbound discards has exceeded
the Falling-Low threshold

Interface inbound discards has exceeded
the Rising-Low threshold

Interface inbound discards percentage has
exceeded the Falling-Low threshold

Standard Automation Policies
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Automation Policy Name Aligned Events Automation Action

Interface inbound discards percentage has
exceeded the Rising-Low threshold

Interface inbound errors has exceeded the
Falling-Low threshold

Interface inbound errors has exceeded the
Rising-Low threshold

Interface inbound errors percentage has
exceeded the Falling-Low threshold

Interface inbound errors percentage has
exceeded the Rising-Low threshold

Interface outbound discards has exceeded
the Falling-Low threshold

Interface outbound discards has exceeded
the Rising-Low threshold

Interface outbound discards percentage
has exceeded the Falling-Low threshold

Interface outbound discards percentage
has exceeded the Rising-Low threshold

Interface outbound errors has exceeded
the Falling-Low threshold

Interface outbound errors has exceeded
the Falling-Low threshold

Interface outbound errors percentage has
exceeded the Falling-Low threshold

Interface outbound errors percentage has
exceeded the Rising-Low threshold

Poller: Interface reporting discards

Poller: Interface reporting packet errors

Run Interface
Utilization Diagnostics
(SSH)

Interface inbound usage percentage has
exceeded the Falling-High threshold

Interface inbound usage percentage has
exceeded the Rising-High threshold

Interface inbound usage rate has
exceeded the Falling-High threshold

Interface inbound usage rate has
exceeded the Rising-High threshold

Interface outbound usage percentage has
exceeded the Falling-High threshold

Interface outbound usage percentage has
exceeded the Rising-High threshold

Automation Utilities:
Calculate Memory Size for
Each Action

Linux Interface Utilization
Diagnostic Commands

Linux Tepdump Command

Datacenter
Automation: Format Output
as HTML
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Automation Policy Name Aligned Events Automation Action

o Interface outbound usage rate has
exceeded the Falling-High threshold

« Interface outbound usage rate has
exceeded the Rising-High threshold

o Interface inbound usage percentage has
exceeded the Falling-Medium threshold

o Interface inbound usage percentage has
exceeded the Rising-Medium threshold

e Interface inbound usage rate has
exceeded the Falling-Medium threshold

o Interface inbound usage rate has
exceeded the Rising-Medium threshold

o Interface outbound usage percentage has
exceeded the Falling-Medium threshold

o Inferface outbound usage percentage has
exceeded the Rising-Medium threshold

o Interface outbound usage rate has
exceeded the Falling-Medium threshold

o Interface outbound usage rate has
exceeded the Rising-Medium threshold

o Poller: Bandwidth usage exceeded

threshold

o Interface inbound usage percentage has
exceeded the Falling-Low threshold

o Interface inbound usage percentage has
exceeded the Rising-Low threshold

o Interface inbound usage rate has
exceeded the Falling-Low threshold

o Interface inbound usage rate has
exceeded the Rising-Low threshold

o Inferface outbound usage percentage has
exceeded the Falling-Low threshold

o Interface outbound usage percentage has
exceeded the Rising-Low threshold

o Interface outbound usage rate has
exceeded the Falling-Low threshold

o Interface outbound usage rate has
exceeded the Rising-Low threshold

o Poller: Bandwidth usage exceeded

threshold
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Automation Policy Name Aligned Events Automation Action

Run Memory/Swap
Diagnostics (SSH)

Host Resource: Swap Memory has
exceeded threshold

Linux SSH: Swap usage above threshold
Net-SNMP: Swap has exceeded threshold

Host Resource: Physical Memory has
exceeded threshold

Net-SNMP: Physical Memory exceeded
threshold

Automation Utilities:
Calculate Memory Size for
Each Action

Linux Memory/Swap
Diagnostic Commands

Linux Memory Dmidecode
Command

Datacenter
Automation: Format Output
as HTML

Run System Storage
Diagnostics (SSH)

Linux SSH: File System over usage
threshold

Linus System-Storage
Diagnostic Commands

Datacenter
Automation: Format Output

as HTML

Stop lllicit Process via SSH

Poller: lllicit process running

Linux lllicit Process
Remediation

Datacenter
Automation: Format Output
as HTML

Running a User Initiated Automation Policy

To run a user initiated automation policy, open the drawer for the event and click in the Tools section. Any

available user initiated automation policy will be available to run on demand.
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A, Activity ~ Em7admin v

Events
Sciencelog
0 11 2 1 o 14 Events
Critical Major Minor Notice Healthy  view Al 0L
Q_ Type to search events = e
& [ ms orcamzaton severiry NavE MESSAGE Ace TCKET 1D COUNT  EvenTNOTE MASKED EVENTS ACKNOWLEDGE e o
System ® Notice System Inbound Message Spikes: Device 127.0.0.1 is sending... 24 days 3 hours 1 v Adknowledge x Clear
System ® Major System EM7 major event: Proc Mer failed sanity check - mod... 23 days 3 hours 19 v Adknowledge x Clear
System ® Major System EM7 major event: 975.2""Error in app Dell EMC: Xtre... 22 days 3 hours 6358 v Acknawledge % Clear
System @ Major System EM? major event: 976.2'Errorin app Dell EMC: Xere... 22 days 3 hours 6356 + Acknowledge % Clear
System ® Major bl-db DRBD: This node is not UgToDate 22 days % hours 6357 @ Masked v Adinowledge % Clear
EMC ® Major ConsistencyLUN1-00  Unity LUN health status is degraded. 9 days 2 hours 12930 v Adknowledge x Clear
Linux Devices ® Major CentOS-Test CPU usage of 0.703358537014 is above threshold of 0 9 days 2 hours 2594 v Adknowledge x Clear
Vitals Tools Logs
100 N B ace - SeveRiTY MESSAGE
CPU usage of 0524394996988 is above threshold
1 - 5 minutes ® Major
AP Lackap
P L minses15s @ Major  CPU USSEE of 0936845410152 s above threshold
Attty g ing
Py 0764492865765 is above threshold
e S 15minutes 575 @ Major g M 5 2w threshol
€PU usage of 082631661524 is above threshold
0 Whais 20 minutes 195 @ Major oo E
1800 1Ldun 0600 1200
[ R €PU usace of 0700559339868 is above threshold
v O System Minor bl-db Physical Mpmory f Decp Port Sean Ron CPU Diagnostis (SSH) v Acknowledge x Clear
v O EMC ® Major LUN5.1 Unity LUN sdegaged P 1271 v Acknowledge x Clear
v O EMC ® Major LUNL Unity LUN health status is degraded. 9 days 12451 v Acknowledge x Clear
~ O EMC ® Major LUN 4 Unity LUN health status is degraded. 9 days 12703 v Acknowledge % Clear

Viewing Automation Actions for an Event

The following figure shows a VMware event with major criticality on the Events page. Click the [Actions] button (

- ) for an event, and select View Automation Actions to see the automation actions triggered by the events.

Events
Sciencelogic
o 1 2 1 o 14 Events
Critical Major Minor Notice Healthy  view Al =
Q_ Type to search events = ke
# [ ms oncamzation severiTy NavE MESSAGE ace TICKET 1D COUNT  EvENTNOTE MASKED EVENTS ACKNOWLEDGE e o
(] System ® Notice System Inbound Message Spikes: Device 127.0 0.1 is sending... 24 days 3 hours 1 v Acknowledge x Clear
O System ® Major System EM7 major event: Proc Mer failed sanity check - mod.. 23 days 3 hours 19 v Acknowledge x Clear
O System & Major System EM7 major event: 9752 Error in app Dell EMC: Xtre... 22 days 3 hours 4358 v Acknowledge x Clear
O System ® Major System EM7 major event: 976.2"'Error in app Dell EMC: Xire... 22 days 3 hours 4356 v Acknowledge % Clear .
v O System ® Major bl-db DRBD: This nade is not UpToDate 22 days 3 hours 6357 @ Masked v Acknowledge x Clear .
v O EMC ® Major ConsistencyLUN1-00  Unity LUN health status is degraded. 9 days 2 hours 12930 v Acknowledge x Clear
~ 0O Linux Devices ® Major CentOS-Test CPU usage of 0.703358537014 is above threshold of 0 9 days 2 hours 2594 v Acknowledge * Clear
Vitals Tools Logs View Event
00 o Typet o 2 ace - SEvERITY MESSAGE Edit Event Note
. CPUusizeg
5 mintes ® Major o0 Create Ticket
o 5 ) CPUusage
® 50 11minutes 155 @ Major oo
View Automation Actions
CPUusage
15 minutes 57 s @ Major o .
View Event Policy
cpy
o 20 minutes 195 @ Major oo e
1800 Ldun 06:00 1200 Suppress Event for this Device
CPUusaze g
v O System Minor bl-db Physical Memory has exceeded threshold: (80%) curr... 9 days 2574 v Acknowledge % Clear
~v O EMC & Major LUN 5.4 Unity LUN health status is degraded. 9 days 12718 v Acknowledge x Clear
v O EMC ® Major LUN1 Unity LUN health status is degraded. 9days 1245 v Acknowledge % Clear
v O EMC ® Major LUN4 Uity LUN health status i degraded. 9days 12703 v Acknowledge x Clear

The results shown for this event, in the Event Actions Log, include the automation policy that ran (shown at the top

of the following figure), along with the collected data. The following figure shows an example of this output.
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Event ns Log | For Event [44: Guide
2020-0603 16:3428 -
Automation Palicy Restart Nginx action Datacenter Automation: Format Cutput as HTML ran Successfully
IMessage:Snippet (50) executed without incident

Result:{ formatted_cutput”: 'Enrichment Command Cutput

Command: systemctl restart nginx
systemctl restart nginx

Command: systemctl status nginx
systemctl status nginx
\1b[1;32me’\x1b[em nginx.service - nginx - high performance web server
Loaded: loaded (/usr/lib/systemd/system/nginx.service; enabled; wvendor preset: disabled)
Active: \xib[1;32mactive (running)‘xlb[em since Wed 20828-25-83 16:33:42 EDT; 755ms ago
Docs: http://nginx.org/en/docss
Process: 17852 ExecStop=/bin/kill -s TERM $MATNPID (code=exited, status=a/SUCCESS)
Process: 17855 ExecStart=/usr/sbin/nginx -c /etc/nginx/nginx.conf (code=exited, status=8/SUCCESS)
Main PID: 17856 {nginx}
cGroup: /fsystem.slice/nginx.service
|-17856 nginx: master process /fusr/sbin/nginx -c /etc/nginx/ngin....
L-17857 nginx: worker process
Jun ©3 16:33:42 hcl-centos-31 systemd[1]: Stopped nginx - high performance w....
Jun 83 16 2 hcl-centos-31 systemd[1]: Starting nginx - high performance .
Jun ©3 16:33:42 hcl-centos-31 systemd[1]: Can't open PID file /fvar/run/nginx...
Jun ©3 16:32:42 hcl-centos-31 systemd[1]: Started nginx - high performance w....
Hint: some lines were ellipsized, use -1 to show in full.

i

2020-0603 16:33:58

Automation Palicy Restart Nginx action Restart Nginx ran Sucoessfully

IMessage:CustomActionType {453) executed without incident

Resultcommand_list_out” [['systemctl restart nginx', 'systemctl restart ngimdnn’, None), {'systemetl status nginx', "systemet] status ngimdnnix b1 :32mixe2\x3 7wBPx1b[0m nginx service - nginx - high

performance web serveriin Loaded: loaded (/usrlib/systemd/system/nginx service; enabled; vendor preset: disabled)irin Active: wib(1:32mactive {running)x1b[0m since Wed 2020-06-03 16:33:42 EOT;

755ms agahin Docs: hitp:fnginx orgienidocshnn Process: 17852 ExecStop=/in/kill -5 TERM SMAINPID (code=exited, status=0/SUCCESS)\in Process: 17855 ExecStan=/usr/sbin/nginx

fetcinginkginx.conf (code=exited, status=0/SUCCESS)nn Main PID: 17856 (nginxirin CGroup: fSystem. slice/ngine seniceinin 468017896 nginx: master process Aust/sbin/nginx -¢
to/nginhgin...\in 94'%8017857 nginx: worker process\ninii\nJdun 03 16:33:42 hel-centos-31 systemd(1]: Stopped nginx - high performance w... \f\nJun 03 16:33:42 hcl-centos-31

systemd[1]: Starting nginx - high performance ... \v\nJun 03 16:33:42 hcl-centos-31 systemd[1]: Can't open PID file Ararfrun/ngine. y\inJun 03 16:33:42 hel-centos-31 systemd|[1]: Started nginx - high

performance w...\AnHint: Some lines were ellipsized, use -1 10 show in full \An", None)}

2020-06-02 18:26:34

Automation Policy Run CPU Diagnostics (S€H) action Datacenter Automation: Format Output as HTIVL ran Successfully
Message:Snippet (50) exacuted without incident
Result:{formanted_cutput’: "Enrichment Command Output

Command: top -b -n 1
top -b -n 1
top - 18:25:57 up 19 days, &8:13, 2 users, load average: .8, 2.el1, .85 -

NOTE: To learn more about which logs are collected by default for a given automation action, see the
Customizing Linux SSH Actions section.

TIP: Although you can edit the automation policy described in this section, it is a best practice to use "Save As"
to create a new automation policy, rather than to customize the standard automation policies.

45 Standard Automation Policies



Appendix

Run Book Variables

Overview

This appendix defines the different variables you can use when creating an action policy.
Use the following menu options to navigate the SL1 user interface:
« Toview a pop-out list of menu options, click the menu icon (EJ).

« Toview a page confaining all the menu options, click the Advanced menuicon ( += ).

This appendix covers the following topics:

Run Book Variables ... ... ... 47
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Run Book Variables

You can include variables when creating an action policy. These variables are listed in the table below.

In an action policy of type Send an Email Notification, you can include one or more of these variables in the
fields Email Subject and Email Body.

In an action policy of type Send an SNMP Trap, you can include one or more of these variables in the Trap
OID field, Varbind OID field, and the Varbind Value field.

In an action policy of type Create a New Ticket, you can include one or more of these variables in the
Description field or the Note field of the related Ticket Template.

In an action policy of type Send an SNMP Set, you can include one or more of these variables in the SNMP
OID field and the SNMP Value field.

In an action policy of type Run A Snippet, you can access variables from the global dictionary EM7_VALUES.

In a policy of type Execute an SQL Query, you can include one or more of these variables in the SQL Query
field.

Variable Source Description

%A Account Username

%N Action Automation action name

%g Asset Asset serial

%h Asset Device ID associated with the asset

%i (lowercase | Asset Asset Location

‘eye)

%k Asset Asset Room

%K Asset Asset Floor

%P Asset Asset plate

%p Asset Asset panel

%q Asset Asset zone

%Q Asset Asset punch

%U Asset Asset rack

%u Asset Asset shelf

%v Asset Asset tag

%ow Asset Asset model

%W Asset Asset make

%m Automation | Automation policy note

%n Automation | Automation policy name

%F Dynamic Alert ID for a Dynamic Application Alert
Alert

%! (uppercase | Dynamic For events with a source of "dynamic", this variable contains the index value from
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Variable Source Description
"eye") Alert SNMP. For events with a source of "syslog" or "trap", this variable contains the
value that matches the Identifier Pattern field in the event definition.
%T Dynamic Value returned by the Threshold function in a Dynamic Application Alert.
Alert
%V Dynamic Value returned by the Result function in a Dynamic Application Alert.
Alert
%L Dynamic Value returned by the label variable in a Dynamic Application Alert.
Alert
%a Entity IP address
% category id | Entity Device category ID associated with the entity in the event.
% _category Entity Device category name associated with the entity in the event.
name
% _class_id Entity Device class ID associated with the entity in the event.
% _class name |Entity Device class description associated with the entity in the event.
%_parent_id Entity For component devices, the device ID of the parent device.
% _parent Entity For component devices, the name of the parent device.
name
% _root _id Entity For component devices, the device ID of the root device.
% _root name | Entity For component devices, the name of the root device.
%1 (one) Event Entity type. Possible values are:
o 0. Organization
e 1. Device
o 2. Asset
e 4.IP Network
o 5. Interface
o 6. Vendor
e 7.Account
o 8. Virtual Interface
e 9. Device Group
e 10.1IT Service
e 11.Ticket
%2 Event Sub-entity type.

Possible values for organizations are:
o 9. Newsfeed

Possible values for devices are:
« 1.CPU
. 2 DISk

« 3. File System

Run Book Variables
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Variable Source Description

e 4. Memory

e 5.Swap

o 6. Component
o 7. Interface

o 9. Process

e 10. Port

e 11.Service

e 12.Contfent

e 13. Email
%4 Event Text string of the user name that cleared the event.
%5 Event Date/time when event was deleted.
%6 Event Date/time when event became active.
%7 Event Event severity (1-5), for compatibility with previous versions of SL1. 1 =critical,

2=major, 3=minor, 4=notify, 5=healthy.

NOTE: When referring to an event, %7 represents severity (for previous
versions of SL1). When referring to a ticket, %7 represents the
subject line of an email used fo create a ficket.

%c Event Event counter

%d Event Date/time when last event occurred.

%D Event Date/time of first event occurrence.

%e Event EventID

%H Event URL link to event

%M Event Event message

%s Event severity (O - 4). O=healthy, 1 =notify, 2=minor, 3=major, 4 =critical.

%S Event Severity (HEALTHY - CRITICAL)

%_user_note Event Current note about the event that is displayed on the Events page.

%x Event Entity ID

%X Event Entity name

%y Event Sub-entity ID

%Y Event Sub-entity name

%Z Event Event source (Syslog - Group)

%z Event Eventsource (1 - 8)

%_ext_ticket ref |Event For events associated with an external Ticket ID, this variable contains the external
Ticket ID.

%3 Event Policy |Event policy ID
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Variable Source Description

%E Event Policy |External ID from event policy

%f Event Policy |Specifies whether event is stateful, that is, has an associated event that will clear
the currentevent. 1 (one)=stateful; O (zero) =not stateful.

%G Event Policy |Event Category

%R Event Policy [Event policy cause/action text

% _event Event Policy |Name of the event policy that triggered the event.

policy name

%B

Organization

Organization billing ID

%b

Organization

Impacted organization

%C

Organization

Organization CRM ID

%o (lowercase

"oh")

Organization

Organization ID

%O

(uppercase "oh")

Organization

Organization name

%r System Unique ID / name for the current SL1 system
%7 Ticket Subject of email used to create a ticket. If you specify this variable in a ticket
template, SL1 will use the subject line of the email in the ticket description or note
text when SL1 creates the ticket.
NOTE: When referring to a ticket, %7 represents the subject line of an
Email used to create a ticket. When referring to an event, %7
represents severity (for previous versions of SL1).
%t Ticket Ticket ID
%.J Ticket Description field from the SL1 ficket.

Run Book Variables
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© 2003 - 2021, Sciencelogic, Inc.
All rights reserved.
LIMITATION OF LIABILITY AND GENERAL DISCLAIMER

ALL INFORMATION AVAILABLE IN THIS GUIDE IS PROVIDED "AS IS," WITHOUT WARRANTY OF ANY
KIND, EITHER EXPRESS OR IMPLIED. SCIENCELOGIC™ AND ITS SUPPLIERS DISCLAIM ALL WARRANTIES,
EXPRESS OR IMPLIED, INCLUDING, BUT NOT LIMITED TO, THE IMPLIED WARRANTIES OF
MERCHANTABILITY, FITNESS FOR A PARTICULAR PURPOSE OR NON-INFRINGEMENT.

Although Sciencelogic™ has attempted to provide accurate information on this Site, information on this Site
may contain inadvertent technical inaccuracies or typographical errors, and Sciencelogic™ assumes no
responsibility for the accuracy of the information. Information may be changed or updated without notice.
Sciencelogic™ may also make improvements and / or changes in the products or services described in this
Site at any time without notice.

Copyrights and Trademarks

Sciencelogic, the Sciencelogic logo, and EM7 are trademarks of Sciencelogic, Inc. in the United States,
other countries, or both.

Below is a list of frademarks and service marks that should be credited to Sciencelogic, Inc. The ® and ™
symbols reflect the trademark registration status in the U.S. Patent and Trademark Office and may not be
appropriate for materials to be distributed outside the United States.

« Sciencelogic™

e EM7™ andem7™

o Simplify IT™

o Dynamic Application™

« Relational Infrastructure Management ™

The absence of a product or service name, slogan or logo from this list does not constitute a waiver of
Sciencelogic’s frademark or other intellectual property rights concerning that name, slogan, or logo.

Please note that laws concerning use of trademarks or product names vary by country. Always consult a
local attorney for additional guidance.

Other

If any provision of this agreement shall be unlawful, void, or for any reason unenforceable, then that
provision shall be deemed severable from this agreement and shall not affect the validity and enforceability
of any remaining provisions. This is the entire agreement between the parties relating to the matters
contained herein.

In the U.S. and other jurisdictions, trademark owners have a duty to police the use of their marks. Therefore,
if you become aware of any improper use of ScienceLogic Trademarks, including infringement or
counterfeiting by third parties, report them to Science Logic’s legal department immediately. Report as much
detail as possible about the misuse, including the name of the party, contact information, and copies or
photographs of the potential misuse to: legal@sciencelogic.com
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»

Sciencelogic

800-SCI-LOGIC (1-800-724-5644)

International: +1-703-354-1010
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